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Abstract— In order to improve MAC layer efficiency for future
very high-speed WLAN such as IEEE 802.11n, one-to-many
aggregation has been proposed where multiple packets destined
to multiple receivers are aggregated into one large frame which
is then transmitted. On receiving successfully a frame, each
receiver in this scheme sends back an ACK in sequence. The
overhead caused by the multiple ACK transmissions however
greatly restricts the effectiveness of aggregation. Fortunately, due
to the recent development of signal processing and antenna array
techniques, it is now possible to achieve multipacket reception
(MPR) where, even though there are multiple simultaneous
transmissions, the physical layer can still separate signals from
different users. In this paper, we exploit the use of this technique
for decoding multiple ACKs in one-to-many aggregation. In
particular, we show by theoretical analysis that while one-to-
many aggregation alone achieves reasonable improvements,MPR
enabled one-to-many aggregation achieves fundamental improve-
ments over the non-MPR version one. In fact, the effectiveness
of such one-to-many aggregation is comparable to that of one-
to-one aggregation which is a key technique for achieving high
throughput efficiency in future WLANs.

Index Terms— Multipacket reception (MPR), Medium access
control (MAC), Cross-layer design, Wireless LAN (WLAN), IEEE
802.11, IEEE 802.11n.

I. I NTRODUCTION

Wireless LANs based on 802.11 technology are becoming
increasingly ubiquitous. With the aim of supporting rich mul-
timedia applications such as high-definition television (HDTV,
20Mbps) and DVD (9.8Mbps), the technology trend is towards
increasingly greater bandwidths. Some recent 802.11n propos-
als seek to support PHY rates of up to 600 Mbps ([2], [3], [4]).
However, higher PHY rates do not necessarily translate into
corresponding increases in MAC layer throughput. Indeed, it
is well known that the MAC efficiency of 802.11 typically
decreases with increasing PHY rate [5], [12]. The reason is
that while increasing PHY rates lead to faster transmissionof
the MAC frame payload, overhead such as PHY headers and
contention time typically do not decrease at the same rate and
thus begin to dominate frame transmission times. To mitigate
the impact of overhead, we have developed a novel scheme
called Aggregation with Fragment Retransmission (AFR) in
[10] [8] and [9] (Fig. 1). In the AFR scheme, multiple packets
are aggregated into and transmitted as a single large frame1. If
errors occur during transmission, only the corrupted fragments
of the frame are retransmitted.

1We define apacket as what MAC receives from the upper layer, aframe as
what MAC transfers to the PHY layer, and afragment as part(s) of a frame.

One concern for the one-to-one aggregation is that there
may not be enough traffic between any single pair of stations
for aggregation into large frames to be feasible. In this case,
one-to-many aggregation may be an option. A simple such
scheme called MMP (Multiple Receiver Aggregate Multi-Poll
MPDU) (Fig. 2) is mentioned in the TGn Sync proposal
to the IEEE 802.11n [2] working group. In this scheme,
multiple sequential ACKs are used as feedback for the frame
transmission. We identify fundamental properties that must be
satisfied by any CSMA/CA based aggregation, and show that
MMP violates the basic scaling requirement of aggregation
and hence inefficiency can be expected with increasing PHY
rate. The reason is simply due to the sequential ACKs trans-
missions, each of which carries a significant overhead that
does not scale with the PHY rate.

Fortunately, the multipacket reception (MPR) ability, which
is enabled by recent developments in signal processing and
antenna array techniques, can be used to mitigate the ACK
overhead [7] [11]. In [14], the authors enhance the throughput
efficiency of upload traffic in WLANs by exploiting the MPR
capability. More specifically, orthogonal training sequences are
assigned to each STA by the AP in a WLAN, where the AP is
equipped with multiple antennas and each STA has only one
antenna. STAs then transmit data to the AP simultaneously
but each with a distinct training sequence which makes it
possible for the AP to successfully decode all transmissions.
In order to assign the special training sequences, the authors
propose to use RTS/CTS before data transmissions. For very
high-speed WLANs, however, the use of RTS/CTS may create
an excessive overhead and thus should be avoided if possible.

In this paper, we propose the use of MPR for ACK transmis-
sions in a one-to-many aggregation scheme in order to avoid
the large overhead associated with multiple sequential ACKs.
In particular, in a WLAN the AP manages all of the STAs
and is able to assign training sequences without RTS/CTS.
This can be achieved by, for example, adding an extra field in
the MAC header of each frame. STAs that decode correctly
the information directed to themselves may initiate ACK
transmissions at the same time due to the MPR ability of the
AP, so that the MPR-enabled one-to-many aggregation behaves
just like one-to-one aggregation, and thus satisfies the scaling
requirements. We develop, based on our previous one-to-one
aggregation scheme called AFR, a one-to-many AFR and
enhance it with MPR capability (Fig. 3). An analytical model
is derived to evaluate the throughput and delay performance
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Fig. 1. One-to-one aggregation.
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Fig. 2. One-to-many aggregation.

of the one-to-many AFR scheme with and without MPR.
Results show that AFR with MPR significantly outperforms
that without MPR.

In the upcoming IEEE 802.11n standard, the use of both
multiple antennas and aggregation is proposed to be obligatory
for high efficiency. Our proposed MPR-enabled aggregation
scheme combines both of these techniques and thus fits
naturally within the proposed 802.11 framework.

The remainder of the paper is organized as follows. In
Section II we identify the fundamental properties that mustbe
satisfied by all CSMA/CA based aggregation schemes. Section
III describes the one-to-many AFR scheme with and without
MPR. A theoretical analysis is given in Section IV. Finally
we summarise our conclusions in Section V.

II. BASIC CONSIDERATIONS OFAGGREGATION

For any aggregation (no matter one-to-one or one-to-many
aggregation), the basic requirement for high efficiency is to
aggregate packets into large frames so as to spread the cost
of fixed overheads across multiple packets. To reduce the
overhead associated with transmission errors, each frame can
be sub-divided into fragments, with packets that exceed the
fragment size being divided. Fragments are the unit used in the
retransmission logic, i.e., damaged fragments are retransmitted
rather than the entire frame.

The time to transmit a packet isTp = Lp/R, whereLp is
the packet size andR is the PHY rate. Hence, the per packet
throughput efficiency is

ηp =
Tp

Tp + T p
oh

=
Lp/R

Lp/R + T p
oh

(1)

We can see thatTp = Lp/R scales with1/R. In order
to maintain throughput efficiencyηp, we require that the per
packet overheadT p

oh also scales with1/R. ConsideringT p
oh in

more detail, we can typically decompose it into the following
elements (wherer denotes the number of transmissions before
all fragments from this packet are transmitted successfully, and
other notation is listed in Table I):

T p
oh =

(T phy
hdr + T mac

hdr + T frag
hdr + TCW + Tack) · r

M
(2)

To ensure thatT p
oh scales with1/R, we require that:

• The number of packetsM in a frame should be propor-
tional to R, that is M = bR for some constantb. This
ensures that the overheadT phy

hdr , T mac
hdr , Tack and TCW

translate into a per packet overhead that scales withR.
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Fig. 3. MPR enabled one-to-many aggregation.

• Since there is only one MAC header, whenM is propor-
tional toR there is no fundamental constraint on the rate
at which MAC headers are transmitted. The same is not
true for fragment headers.

• For a given fragment sizeLfrag, the number of fragments
in a framem increases with the number of packetsM
in a frame, i.e.,m = m′M wherem′ is the number of
fragments per packet, we thus havem = m′bR when
M = bR. Hence, forT frag

hdr /M to scale with1/R the
rate at which fragment headers are transmitted must be
chosen proportional toR, in which caseT frag

hdr /M =
mL1/R = m′L1/R.

For one-to-one aggregation schemes such as AFR, all of the
above requirements can be satisfied if the scheme properly
designed. For one-to-many aggregation without MPR, how-
ever, the first rule thatM scales withR is violated since
when packets in one frame go toM distinct receivers then
Tack = MT ′

ack whereT ′

ack denotes the time taken to transmit
one ACK frame, i.e., even thoughM is proportional toR,
the ACK overheadTack does not scale withR, hence a low
efficiencyηp is expected.

Fortunately, the multipacket reception (MPR) ability can be
used to mitigate the overhead caused by this sequential ACK

n Number of STAs
M Number of packets in a frame
m Number of fragments in a frame
m′ Number of fragments in a packet
TCW Contention time
TSIF S Time duration of SIFS
TDIF S Time duration of DIFS
Tack Overhead for transmitting an ACK framea

TEIF S Time duration of EIFSb

T
phy

hdr Time duration to transmit the PHY headers of a frame
Tp Time duration to transmit one packet
Tf Time duration to transmit payload of one frame
T

p

oh Overhead for transmitting one packet
σ PHY layer time slot
Lf Payload size in one frame (bytes)
Lp Packet size (bytes)
L1 Fragment header size (bytes)

TABLE I

NOTATION USED IN THIS PAPER.

aTack = TSIF S + T
phy

hdr
+ T

pld

ack
, whereT

pld

ack
denotes the time duration

to transmit an ACK frame. Note that we defineTack in this way for notation
brevity.

bTEIF S = Tack
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Fig. 4. The data format of one-to-many AFR.

transmission. A MPR-enabled STA can separate signals from
different users even if there are multiple transmissions. There
are a few techniques can provide MPR ability: separating
signals at modulation level (e.g., CDMA), spatial multiplexing
enabled by antenna array, and geographical locations of users
[13] [11].

For the future very high-speed WLANs, multiple anten-
nas has been proposed to be obligatory for high efficiency.
Meanwhile, aggregation is also proposed. The combination of
both techniques however is missing. If properly designed, the
multiple ACKs for a one-to-many aggregation can be send and
received simultaneously. As a result, such MPR-enabled one-
to-many aggregation would satisfy all the scaling requirements
above.

III. T HE ONE-TO-MANY AFR SCHEME

Based on the insight provided by the foregoing analysis,
we describe in detail the one-to-many AFR scheme with and
without MPR ability, which is a naturally extension of our
previous one-to-one aggregation scheme called AFR [8] [9].

As in the legacy DCF scheme of 802.11, there are four
types of frame in the one-to-many AFR scheme: RTS, CTS,
data frame, and ACK (See Fig. 4 for the format of the latter
two. RTS/CTS is not shown because they are not preferred in
very high-speed WLANs.).

The data frame consists ofMAC header, receiver-list, frame
body and FCS fields. In the MAC header, thebroadcast
address is used to fill the original 802.11’s destination address
so that all the STAs are able to decode it. The STAs to which
the AP is sending information are recorded in thereceiver list.
In the receiver-list, the destination address, size, offset, and
n fields records respectively the destinations of this frame,
the size of each packet, the start position of each packet in
the frame, and the number of same-sized packets destined to
the same destination. The last fieldn is designed for the case
where there are more than one packets destined for a STA. The
frame body is the aggregate of packets that will be transmitted
in this frame. Note that since the MAC header and thereceiver
list are gathered together, robust FEC can easily be used to
protect them.

For one-to-many AFR without MPR, binary exponential
backoff of the MAC contention window may happen in two

TSIF S (µs) 16
Idle slot duration (σ) (µs) 9
TDIF S (µs) 34
TPHY hdr (µs) 20
CWmin 16
Propagation delay (µs) 1
Symbol delay (µs) 4
Retry limit 4
Packet size (bytes) 1024
PHY data rate (Mbps) 216
PHY basic rate (Mbps) 216

TABLE II

MAC AND PHY PARAMETERS USED IN THIS PAPER.

cases. One is when more than one node starts transmissions at
the same time so that none of the senders receive any ACKs
from receivers. In this case, the sender STAs double their
contention window sizes as in the legacy DCF [1]. Doubling
window sizes is also possible if there is only one sender
but none of the receivers are able to decode the information
correctly. For the MPR-enabled one-to-many AFR, however,
the retransmission logic is exactly the same as the legacy DCF
scheme.

IV. PERFORMANCEGAIN

To evaluate the performance of the new scheme, we extend
our previous analysis [9] of the one-to-one AFR scheme,
which has been verified against NS simulations, to model the
one-to-many AFR scheme with and without MPR.

For simplicity, with one-to-many traffic we assume that in
each frame there is one packet for eachn destinations. This
assumption can be readily relaxed to include more general
situations, at the expense of more complex notation in the
model. We also assume that senders are saturated i.e. always
have enough packets to fill a frame. Finally, we assume that
the number of antennas at the sender is equal to the number
of receivers – again, this assumption can be relaxed, but
simplifies exposition of the model.

A. Throughput Performance

The throughput is defined as the expected payload size of
a successfully transmitted frame in an expected slot duration,
i.e., S = E[Lf ]/E[T ]. We first compute the expected slot
durationE[T ]. There are three kinds of duration in a WLAN
if we assume the channel is error free as in [6]:

• Let n be the number of nodes in the network. If none
of them transmits any frame, they all wait for an idle
duration TI , the length of which is the default slot
duration.

• Let TC denote the duration during which at least one
node transmits. In this case, the channel is kept busy for
the time taken to transmit a frame and the corresponding
ACKs. For the one-to-many AFR scheme without MPR,
there are altogethern′ packets are aggregated in one
frame and there aren′ ACK transmit durations associated
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Fig. 5. The x-axis represents the number of receivers. The y-axis represents
the MAC throughput. Parameters used are listed in Table II.

with each frame transmission. For MPR-enabled one-to-
many AFR, each frame containsn′ packets and only one
ACK transmit duration is incurred.

• In the case of successful transmissions, for simplicity the
duration is taken to be the same as in the collision case.

Therefore, the slot durations for one-to-many AFR without
MPR are (the notation is listed in Table I):

TI = σ

TC = TDIFS + T phy
hdr + n′Tp + n′Tack

TS = TC

(3)

The durations for MPR-enabled one-to-many AFR are:

T ′

I = σ

T ′

C = TDIFS + T phy
hdr + n′Tp + Tack

T ′

S = T ′

C

(4)

Let τ denote a STA’s transmission probability in a slot, the
corresponding possibilities for these durations are (The method
to solveτ is the same as in [6] and [9].):

PI = (1 − τ)n

PS = n · (τ(1 − τ)n−1)
PC = 1 − PI − PS

(5)

Therefore, the throughput of one-to-many AFR without MPR
S, and MPR-enabled one-to-many AFRSmpr are:

S =
PS · n′ · Lp

PITI + PSTS + PCTC

(6)

Smpr =
PS · n′ · Lp

PIT ′

I + PST ′

S + PCT ′

C

(7)

In Fig. 5, the throughputs of one-to-many AFR with and
without MPR are plotted against the number of receivers
is varied. As expected, the MPR-enabled version achieves
fundamental improvement, e.g., around 60% with 8 receivers.
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Fig. 6. The x-axis represents the number of receivers. The y-axis represents
the MAC throughput. Parameters used are listed in Table II.

B. Delay Analysis

Our model can be extended to estimate the MAC layer
delay, i.e., the mean time between a packet reaching the
head of the MAC interface queue and being successfully
transmitted. LetSframe be the system throughput in frames-
per-second rather than bits-per-second. That is, the MAC layer
can transportSframe frames in one second, thus the delay to
successfully transmit one frame is1/Sframe, where

Sframe =
E[number of frames]

E[T ]
. (8)

In the AFR scheme, a packet is fragmented and may be
only partially transmitted in one transmission. Thus, we need
to know the mean delay before all fragments of a packet
are successfully transmitted. Each fragment will be success-
fully transmitted in≤ r′ successful frame transmissions with
probability (wherepfrag

e denoted the error probability of a
fragment.)

(1 − p
frag
e ) + (pfrag

e )(1 − p
frag
e ) + . . . + (pfrag

e )r′
−1(1 − p

frag
e )

= 1− (pfrag
e )r′

.
(9)

Suppose that a packet arrives and is divided intom′ frag-
ments. The probability of successfully transmittingm′ frag-
ments in≤ r′ attempts is(1−(pfrag

e )r′

)m′

. Further, assuming
that errors are independent, the probability of transmitting a
packet in exactlyr′ attempts is(1 − (pfrag

e )r′

)m′

− (1 −
(pfrag

e )r′
−1)m′

. So the expected number of retransmission
attempts can be written as

r =

∞
∑

r′=1

r′
[

(1 − (pfrag
e )r′

)m′

− (1 − (pfrag
e )r′

−1)m′

]

.

(10)
Here, the sum may be truncated to account for the finite
number of retransmission attempts. Therefore we have that the
per packet MAC delay for one-to-many AFR without MPRD



and that of MPR-enabled versionDmpr are

D = r ·
PITI + P3T3 + PCTC

P3

. (11)

Dmpr = r ·
PIT

′

I + P3T
′

3
+ PCT ′

C

P3

. (12)

The delay performance of both schemes when the bit error
rate is 0 is illustrated in Fig. 6 where we can see that the
MPR-enabled version enjoys low delay with increased number
of receivers.

V. CONCLUSION

In order to improve the MAC layer efficiency in future very
high-speed WLAN such as IEEE 802.11n, one-to-many aggre-
gation has previously been proposed. In this approach, multiple
packets destined to multiple receivers are aggregated intoa
single large frame which is then transmitted. On successfully
receiving a frame, receivers in this scheme each send back
an ACK sequentially. The overhead caused by the multiple
ACK transmissions however greatly restricts the effectiveness
of aggregation. In this paper we exploit recent developments
in signal processing and antenna array techniques which
mean that it is now possible to achieve multipacket reception
(MPR) where, even though there are multiple simultaneous
transmissions, the physical layer can still separate signals from
different users. A one-to-many MPR-enabled AFR scheme is
proposed. We show by theoretical analysis that MPR enabled
one-to-many aggregation achieves fundamental improvements
over non-MPR schemes.
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