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Abstract— In order to improve MAC layer efficiency for future One concern for the one-to-one aggregation is that there
very high-speed WLAN such as IEEE 802.11n, one-to-many may not be enough traffic between any single pair of stations
aggregation has been proposed where multiple packets deséd ¢, 54qregation into large frames to be feasible. In thigcas

to multiple receivers are aggregated into one large frame wich t fi b i A simol h
is then transmitted. On receiving successfully a frame, eac ©N€-l0-Many aggrégauon may be an option. A simpie suc

receiver in this scheme sends back an ACK in sequence. TheScheme called MMP (Multiple Receiver Aggregate Multi-Poll
overhead caused by the multiple ACK transmissions however MPDU) (Fig. 2) is mentioned in the TGn Sync proposal
greatly restricts the effectiveness of aggregation. Fortately, due to the IEEE 802.11n [2] working group. In this scheme,
to the recent development of signal processing and antennaray  ,Itinle sequential ACKs are used as feedback for the frame

techniques, it is now possible to achieve multipacket recépn e . . .
(MPR)q where, even tFI)qough there are multiplpe simultane%us transmission. We identify fundamental properties thattnbes

transmissions, the physical layer can still separate sigis from Satisfied by any CSMA/CA based aggregation, and show that
different users. In this paper, we exploit the use of this telsnique  MMP violates the basic scaling requirement of aggregation
for decoding multiple ACKs in one-to-many aggregation. In and hence inefficiency can be expected with increasing PHY
particular, we show by theoretical analysis that while oneto- rate. The reason is simply due to the sequential ACKs trans-

many aggregation alone achieves reasonable improvementdPR .. h of which . ianifi t head that
enabled one-to-many aggregation achieves fundamental imgpve- Missions, each of which carries a signinicant overhea a

ments over the non-MPR version one. In fact, the effectiverss does not scale with the PHY rate.
of such one-to-many aggregation is comparable to that of one  Fortunately, the multipacket reception (MPR) ability, wihi

to-one aggregation which is a key technique for achieving Bh is enabled by recent developments in signal processing and

thrl‘)#get‘(p#;i‘;ms_'e&mi'ga‘;“ktgtrerevgéﬁi':‘;' (MPR), Medium access antenna array techniques, can be used to mitigate the ACK
control (MAC), Cross-layer design, Wireless LAN (WLAN), IEEE ov_er_head [71[11]. In [141' t_he authors enhancg_the throughp
802.11, IEEE 802.11n. efficiency of upload traffic in WLANSs by exploiting the MPR
capability. More specifically, orthogonal training seqoesare
|. INTRODUCTION assigned to each STA by the AP in a WLAN, where the AP is

uipped with multiple antennas and each STA has only one

, e
: Wwelgss LANS pased on 802'1; technology are becom'gatenna. STAs then transmit data to the AP simultaneously
increasingly ubiquitous. With the aim of supporting richlmu but each with a distinct training sequence which makes it

timedia applications such as high-definition televisio_rD(H/, ossible for the AP to successfully decode all transmission
20Mbp§) and DVD (9'8Mbp.s)' the technology trend is towar R order to assign the special training sequences, the mutho
increasingly greater bandwidths. Some recent 802.11rosrop ropose to use RTS/CTS before data transmissions. For very

als seek to _support PHY rates of up to 600 Mbps (2], 31, [AT] igh-speed WLANS, however, the use of RTS/CTS may create
However, h_|ghe_r PHY rat_es do not necessarily translate Ingl?l excessive overhead and thus should be avoided if passible
porrespondlng Increases in MAC. I_ayer throughput. Inqud’ " In this paper, we propose the use of MPR for ACK transmis-
'; well knownhthat the .MAC efficiency of 8202'1; tyIOICa"ysions in a one-to-many aggregation scheme in order to avoid
ecreases wit Increasing PHY rate [5], [12]. The reason g large overhead associated with multiple sequential ACK
that while increasing PHY rates lead to faster transmissifon In particular, in a WLAN the AP manages all of the STAs
the MAC f"’?me payload, overhead such as PHY headers %‘Pd is able to assign training sequences without RTS/CTS.
content|0_n time typlcally do not decre_asc_a at t_he same ra_d_e 8his can be achieved by, for example, adding an extra field in
thus begin to dominate frame transmission times. To mgig e MAC header of each frame. STAs that decode correctly

the impact of overhead, we have developed a novel SChe{HS information directed to themselves may initiate ACK

called Aggregation with Fragment Retransmission (AFR) if?ansmissions at the same time due to the MPR ability of the

AP, so that the MPR-enabled one-to-many aggregation behave
just like one-to-one aggregation, and thus satisfies thingca

requirements. We develop, based on our previous one-to-one
aggregation scheme called AFR, a one-to-many AFR and

1we define gpacket as what MAC receives from the upper layeframe as _enhan_ce it with MPR capability (Fig. 3)' An analytical model
what MAC transfers to the PHY layer, andfragment as part(s) of a frame. iS derived to evaluate the throughput and delay performance

are aggregated into and transmitted as a single large frafme
errors occur during transmission, only the corrupted fragts
of the frame are retransmitted.
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Fig. 1. One-to-one aggregation.
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Fig. 3. MPR enabled one-to-many aggregation.

Fig. 2. One-to-many aggregation.

of the one-to-many AFR scheme with and without MPR. * Since there is only one MAC header, whefis propor-

Results show that AFR with MPR significantly outperforms ~ tional to & there is no fundamental constraint on the rate

that without MPR. at which MAC headers are transmitted. The same is not
In the upcoming IEEE 802.11n standard, the use of both true for_ fragment head_ers.

multiple antennas and aggregation is proposed to be obfigat ° _For agiven fragment S'Zéf_mg’ the number of fragments

for high efficiency. Our proposed MPR-enabled aggregation N @ framem increases with the number of packets

scheme combines both of these techniques and thus fits 1N @ frame, i.e.m = m'M wherem’ is the /number of
naturally within the proposed 802.11 framework. fragments per packet, we thus hawve = m'bR when

The remainder of the paper is organized as follows. In ¥ = bIt. Hence, for7/;"/M to scale with1/R the
Section Il we identify the fundamental properties that mest rate at which fragment headers are trans;mtgted must be
satisfied by all CSMA/CA based aggregation schemes. Section Chosen proriortlonal td?, in which caseT) ;" /M =
Il describes the one-to-many AFR scheme with and without mLi/R=m'L/R.

MPR. A theoretical analysis is given in Section IV. Finally For one-to-one aggregation schemes such as AFR, all of the

we summarise our conclusions in Section V. above requirements can be satisfied if the scheme properly
designed. For one-to-many aggregation without MPR, how-
Il. BASIC CONSIDERATIONS OFAGGREGATION ever, the first rule thaf\/ scales withR is violated since

For any aggregation (no matter one-to-one or One_to_ma\wen paCketS in one frame go o distinct receivers then
aggregation), the basic requirement for high efficiencyois #ack = MT,,,, whereT7 , denotes the time taken to transmit
aggregate packets into large frames so as to spread the €96 ACK frame, i.e., even though/ is proportional toR,
of fixed overheads across multiple packets. To reduce the ACK overheadl,., does not scale witli, hence a low
overhead associated with transmission errors, each frame €fficiencyr, is expected.
be sub-divided into fragments, with packets that exceed theFortunately, the multipacket reception (MPR) ability can b
fragment size being divided. Fragments are the unit useein tised to mitigate the overhead caused by this sequential ACK
retransmission logic, i.e., damaged fragments are ratriies]
rather than the entire .frame. . - NUmber of STAS

The time to transmit a packet 5, = L,/ R, whereL,, is M Number of packets in a frame
the packet size an® is the PHY rate. Hence, the per packe Number of fragments in a frame
throughput efficiency is Number of fragments in a packet

Tew Contention time
T, L,/R 1 Tsirs | Time duration of SIFS
Iy = T,+T) L,/R+TP @) Tprrs | Time duration of DIFS
P oh P oh Tock Overhead for transmitting an ACK frarhe

We can see thaf, = L,/R scales withl/R. In order | Tg;rs | Time duration of EIF8
to maintain throughput efficiency,, we require that the per | 777* Time duration to transmit the PHY headers of a frame
packet overhead?, also scales with/R. Considerindl, in | T» Time duration to transmit one packet

more detail, we can typically decompose it into the follogvin | L, Time duration to transmit payload of one frame

/ >
elements (where denotes the number of transmissions beforeaTO’L Sﬁtiwgigrfgr;gag;gr itting one packet
all fragments from this packet are transmitted succegsfatid 7 Payload size in one frame (Dytes)
other notation is listed in Table I): L, Packet size (bytes)
ohy e frag L1 Fragment header size (bytes)
" = (Thar + Thir” + Thar” + Tow + Tack) -7 @) TABLE |

M
To ensure thaf'?, scales withl/R, we require that:

. The number of packetM in a frame should be propor- .. _ oo TP 794 where 774 denotes the time duration
tional to R, that is M = bR Jor some constant. This to transmit an ACK frame. Note that we defifi§, in this way for notation
ensures t_hat the overhedd,?, 1,72, T,c; and TCV_V br%wty.
translate into a per packet overhead that scales Rith Trirs = Tack

NOTATION USED IN THIS PAPER



2 2 6 12.768 6 0..65535 4 Tsirs (us) 16
Frame Duration Source receiver list Bruadc;ilst frame body FCS Idle slot duration é’) (HS) 9
control Address Address TDIFS (}LS) 34

(a) The data frame format TPHY} P (,U"S) 20
ar
6 2 2 2 6 2 2 2 CWinin 16
Destination| . ] Destination | . Propagation delay{s) 1
Address 1 [ 7€ [ | 7 T Adaress n | [ Symbol delay fis) Z
(b) The receiver list Retry limit 4
5 5 6 4 Packet size (bytes) 1024
Frame | oo [ Receiver | g PHY data rate (Mbps) 216
control Uration | ddress PHY basic rate (Mbps) 216
(c) The ACK format
TABLE Il
Fig. 4. The data format of one-to-many AFR. MAC AND PHY PARAMETERS USED IN THIS PAPER

transmission. A MPR-enabled STA can separate signals from

different users even if there are multiple transmissioriereé cases. One is when more than one node starts transmissions at
are a few techniques can provide MPR ability: separatinlje same time so that none of the senders receive any ACKs
signals at modulation level (e.g., CDMA), spatial multiiteg from receivers. In this case, the sender STAs double their
enabled by antenna array, and geographical locations of useontention window sizes as in the legacy DCF [1]. Doubling
[13] [11]. window sizes is also possible if there is only one sender

For the future very high-speed WLANs, multiple antenbut none of the receivers are able to decode the information
nas has been proposed to be obligatory for high efficieneprrectly. For the MPR-enabled one-to-many AFR, however,
Meanwhile, aggregation is also proposed. The combinationtbe retransmission logic is exactly the same as the legady DC
both techniques however is missing. If properly designled, tscheme.
multiple ACKs for a one-to-many aggregation can be send and
received simultaneously. As a result, such MPR-enabled one
to-many aggregation would satisfy all the scaling requeata To evaluate the performance of the new scheme, we extend
above. our previous analysis [9] of the one-to-one AFR scheme,

which has been verified against NS simulations, to model the
Il. THE ONE-TO-MANY AFR SCHEME one-to-many AFR scheme with and without MPR.

Based on the insight provided by the foregoing analysis, For simplicity, with one-to-many traffic we assume that in
we describe in detail the one-to-many AFR scheme with ag@ch frame there is one packet for eacllestinations. This
without MPR ability, which is a naturally extension of ourassumption can be readily relaxed to include more general
previous one-to-one aggregation scheme called AFR [8] [9Fituations, at the expense of more complex notation in the

As in the legacy DCF scheme of 802.11, there are foitodel. We also assume that senders are saturated i.e. always
types of frame in the one-to-many AFR scheme: RTS, CTBave enough packets to fill a frame. Finally, we assume that
data frame, and ACK (See Fig. 4 for the format of the lattéhe number of antennas at the sender is equal to the number
two. RTS/CTS is not shown because they are not preferreddh receivers — again, this assumption can be relaxed, but
very high-speed WLANS.). simplifies exposition of the model.

The data frame consists MAC header, receiver-list, frame
body and FCS fields. In the MAC header, thdroadcast
address is used to fill the original 802.11’s destination address The throughput is defined as the expected payload size of
so that all the STAs are able to decode it. The STAs to whiéhsuccessfully transmitted frame in an expected slot durati
the AP is sending information are recorded in theeiver list. i-€., S = E[Lf]/E[T]. We first compute the expected slot
In the receiver-list, the destination address, size, offset, and durationE[T’]. There are three kinds of duration in a WLAN
n fields records respectively the destinations of this framié,we assume the channel is error free as in [6]:
the size of each packet, the start position of each packet ine Let n be the number of nodes in the network. If none
the frame, and the number of same-sized packets destined to of them transmits any frame, they all wait for an idle
the same destination. The last fields designed for the case duration T7, the length of which is the default slot
where there are more than one packets destined for a STA. The duration.
frame body is the aggregate of packets that will be transmitted « Let T denote the duration during which at least one

IV. PERFORMANCE GAIN

A. Throughput Performance

in this frame. Note that since the MAC header andréueiver node transmits. In this case, the channel is kept busy for
list are gathered together, robust FEC can easily be used to the time taken to transmit a frame and the corresponding
protect them. ACKs. For the one-to-many AFR scheme without MPR,

For one-to-many AFR without MPR, binary exponential there are altogethen’ packets are aggregated in one
backoff of the MAC contention window may happen in two  frame and there are’ ACK transmit durations associated
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Fig. 5. The x-axis represents the number of receivers. Theigrepresents Fig. 6. The x-axis represents the number of receivers. Theig/represents
the MAC throughput. Parameters used are listed in Table II. the MAC throughput. Parameters used are listed in Table II.

with each frame transmission. For MPR-enabled one-tB- Delay Analysis

ler;ytAFR, _etaé:h frtz_:\me_ C(_)ntalmsdpackets and only one Our model can be extended to estimate the MAC layer

ransmit duration 1S incurred. - . ... delay, i.e., the mean time between a packet reaching the

« In the case of successful transmissions, for simplicity t €ad of the MAC interface queue and being successfully
duration is taken to be the same as in the collision CaSL4 smitted. Lets/™™e pe the system throughput in frames-
Therefore, the slot durations for one-to-many AFR withoger-second rather than bits-per-second. That is, the M#€rla
MPR are (the notation is listed in Table I): can transpors/7@™e frames in one second, thus the delay to

successfully transmit one frame ig.S/7@™¢, where

T[ =0

Tc =Tprrs + T,fgf + /Ty + n'Toek 3) Girame _ E[number of frames] (®)

Ts = Tc B BT '

The durations for MPR-enabled one-to-many AFR are: In the AFR scheme, a packet is fragmented and may be
only partially transmitted in one transmission. Thus, wede

Ti=o to know the mean delay before all fragments of a packet
Tt = Tprrs + TF5Y + 0Ty + Tack (4)  are successfully transmitted. Each fragment will be stsces
Tg=Tg fully transmitted in< ' successful frame transmissions with

o o probability (wherep/™@9 denoted the error probability of a
Let 7 denote a STA's transmission probability in a slot, th?ragment.)

corresponding possibilities for these durations are (Ththod

to solver is the same as in [6] and [9].): ,
1 —pl™9) + (g)f”‘g)(l —pl™) L+ (L) (1 - plT)
Pr=(1-71) =1- (@l .
Ps=n-(r(l—7)"") (5) ©
Po=1—-P— P,

© ! s Suppose that a packet arrives and is divided imtofrag-

Therefore, the throughput of one-to-many AFR without MPRIents. The probability of successfully transmitting frag-

/

S, and MPR-enabled one-to-many AFR,,, are: ments in< ' attempts i1 — (p{79)"")™". Further, assuming
that errors are independent, the probability of transngtia

B Ps-n'- L, g Packet in exactlyr’ attempts is(1 — (pfragyrym" — (1 —
T P/Ty + PsTs + PeTe 6) (p{reg)r=1y™ . So the expected number of retransmission
attempts can be written as

Ps-n/-Lp

Smpr = 7
P P]TI/ + PsTé + PcTé ( )

r= Y0 [ @l = (1= Loy
r’'=1

In Fig. 5, the throughputs of one-to-many AFR with and (20)
without MPR are plotted against the number of receivetéere, the sum may be truncated to account for the finite
is varied. As expected, the MPR-enabled version achiewasmber of retransmission attempts. Therefore we havehkat t
fundamental improvement, e.g., around 60% with 8 receivepger packet MAC delay for one-to-many AFR without MER



and that of MPR-enabled versidn,,,,, are [11] L. Tong, Q. Zhao, and G. Mergen, “Multipacket ReceptionRandom
Access Wireless Networks: From Signal Processing to Optiviedium
PiTr + P15 + PoTe Access Control”, IEEE Commnications Magazine, Nov. 2001.
r- .

D= P (11) [12] Y. Xiao and J. Rosdahl, “Performance analysis and ecéraent for
3 the current and future IEEE 802.11 MAC protocols”, ACM SIGRIRE
/ / ’ Mobile Computing and Communications Review (MC2R), sfeisiaue
Dy =T - PrTy + PsTy + PCTC' (12) on Wireless Home Networks, Vol. 7, No. 2, Apr. 2003, pp. 6-19.
P P3 [13] Q. Zhao, L. Tong, “Semi-Blind Collision Resolution irARdom Access

. Wireless Ad Hoc Networks”, IEEE Transcations on Signal Bssing,
The delay performance of both schemes when the bit errornvoL. 48, NO. 10, Oct. 2000.

rate is O is illustrated in Fig. 6 where we can see that th&!] P. X. Zheng, Y. J. Zhang and S. C. Liew, “Multipacket Retien in

MPR-enabled version enjoys low delay with increased number'Vreless Local Area Networks”, |EEE ICC 2006.

of receivers.

V. CONCLUSION

In order to improve the MAC layer efficiency in future very
high-speed WLAN such as IEEE 802.11n, one-to-many aggre-
gation has previously been proposed. In this approachipteult
packets destined to multiple receivers are aggregatedainto
single large frame which is then transmitted. On succegsful
receiving a frame, receivers in this scheme each send back
an ACK sequentially. The overhead caused by the multiple
ACK transmissions however greatly restricts the effectess
of aggregation. In this paper we exploit recent developsent
in signal processing and antenna array techniques which
mean that it is now possible to achieve multipacket receptio
(MPR) where, even though there are multiple simultaneous
transmissions, the physical layer can still separate &dgnam
different users. A one-to-many MPR-enabled AFR scheme is
proposed. We show by theoretical analysis that MPR enabled
one-to-many aggregation achieves fundamental improvesmen
over non-MPR schemes.
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