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Summary

After 25 years of research the cure for HIV remains to be found. The use of combination therapy has
led to a dramatic decline in morbidity associated with the infection. However, the virus develops drug
resistance, thereby eliminating treatment options and putting the patient in risk of death.

Up to now, the mechanisms of resistance development are poorly understood. Drug resistance can
only develop, if the virus is replicating. However, drug treatment strongly inhibits viral replication.

In this thesis, we develop a novel mathematical model of the HIV life cycle, that can incorporate
the effects of all approved anti-HIV drugs mechanistically. The model includes possible mutation
events, that allow the virus to develop resistance and escape from drug pressure. Based on this model,
we analyze the drug-class specific impact of antiviral treatment on the reproduction of HIV and subse-
quently on resistance development. We find that some novel inhibitors, despite superior performance
in terms of viral load decay, poorly inhibit the emergence of drug resistance. Furthermore, we develop
the mathematical foundation of a treatment scheduling routine, which minimizes the probability that
resistance emerges during therapy. The method suggests that more frequent treatment change could
reduce the risk of resistance development.

In the second part of the thesis, we focus on the pharmacology of anti-HIV compounds. Poor drug
exposure, both in time and space, can be a major cause of insufficient virus suppression and resistance
development. We give a detailed description of pharmacokinetic- and pharmacodynamic models and
suggest a modelling pipeline. Finally, we model the pharmacokinetics and pharmacodynamics of the
nucleoside reverse transcriptase inhibitor (NRTI) zidovudine, and validate our model with in vitro
and in vivo data. For zidovudine we found that less frequent dosing can create windows of poor viral
suppression.
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Introduction

A lmost 25 years after the discovery of the human immunodeficiency virus (HIV) as the cause
of Acquired Immunodeficiency Syndrome (AIDS), AIDS continues to be a globally spreading,

life-threatening infectious disease [1]. In the first world, AIDS can be treated with a cocktail of antivi-
rals, that prolong life-expectancy, but fail to eradicate the virus [2]. The main causes of this failure
are not entirely understood, but one key element is the development of drug resistance [3], resulting
from the versatile nature of HIV [4]. In the context of HIV therapy, drug resistance leads to the re-
lapse of virus [5], re-emergence of AIDS-related symptoms and eliminates further treatment options [6].

The mechanism underlying the development of drug resistance under therapy are only partly un-
derstood. HIV can only evolve while it is replicating. However, replication is strongly inhibited by
drug treatment. This contradiction requires to study three major aspects of HIV adaptation in par-
allel, as they appear in vivo: (i) The pharmacology of anti-HIV drugs and (ii) the mutational- and
(iii) replicative dynamics of HIV. However, in most scientific publications, these aspects are treated
individually.

Mathematical analysis of drug resistance data has revealed many insights into evolutionary escape-
pathways from drug treatment [7–10] and mathematical modelling of HIV dynamics has offered many
insights into the time scales and mechanisms of viral replication (e.g. [11–14]). However, these models
often lack the link to pharmacology. Subsequent extensions of the initial models have analyzed the gen-
eral impact of temporally varying drug concentrations on virus dynamics after treatment [15–19] and
recent work has established the entire link from intra-patient pharmacology to viral dynamics [20,21].
However, the fields of pharmacology and HIV dynamics are separately addressed in most cases and
there is substantial room for improvement.

Purpose of the Study. The purpose of this project is to build the link between pharmacology
and HIV replicative- and mutational dynamics in order to study resistance development under drug
treatment. This requires the development of mathematical models of HIV replication- and evolution
that can incorporate the effects of all approved anti-HIV compounds. Furthermore, it requires math-
ematical models that can accurately describe the pharmacokinetics (concentration-time course) and
pharmacodynamics (effect-concentration) of antivirals.

Outline. In the first part of the thesis (chapters 1–3) the reader is introduced to the pertinent bio-
logical background. Chapter 1 introduces the reader to the clinical aspects of HIV and AIDS, in terms
of the methodologies used to determine the state of infection, disease progression and drug resistance,
as well as the general treatment approaches. In chapter 2 we will give a detailed description of the vi-
ral life cycle, providing the background for understanding current pharmaceutical approaches against
HIV. In Chapter 3 we will give a detailed overview of currently approved anti-HIV drug treatments
and provide an outlook on future developments.

The second part of the thesis introduces a novel model of viral dynamics and evolution, that allows
to accurately incorporate the mechanism of action of all approved anti-HIV drugs, providing the link

5



6

between pharmacology and clinical endpoints (e.g. plasma HIV RNA). The introduction of novel
inhibitors required the development of a novel measure of drug efficacy, the reproductive capacity,
that will be introduced in chapter 4. Finally, we utilize the novel model and the novel measure of
drug efficacy to propose and test an optimal treatment sequencing protocol.

In the third part of the thesis (chapter 5–7), we introduce the reader to pharmacokinetic and
pharmacodynamic modelling with application to antiviral drugs. The reader is introduced to the
general concepts of pharmacokinetics in chapter 5, with special emphasis on establishing the link
between measurable drug concentrations in the blood-plasma and drug concentrations at the effect
site (which are mostly not available). In chapter 6, pharmacodynamic concepts are introduced and
the pharmacodynamics of nucleoside reverse transcriptase inhibitors are exemplified. In chapter 7, we
will exemplify the pharmacokinetic-pharmacodynamic relationship for a specific drug (zidovudine).



Part I

Biological Background
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Chapter 1

AIDS, HIV & Clinical Practice

In 1981, reports of a new disease, (mainly) infecting homosexual men and injection drug users,
emerged in the USA. This unknown disease caused tumors, such as Kaposi’s sarcoma and other op-

portunistic infections originating from immunologic abnormalities [22]. Subsequently, the new disease
was named ’acquired immunodeficiency syndrome’ (AIDS) based on the signs, symptoms, infections,
and cancers associated with the deficiency of the immune system. In 1983, Barré-Sinoussi and Mon-
tagnier isolated a new human T-cell leukemia viruses (HTLV) from a patient with AIDS [23]. They
showed that the virus was able to infect lymphocytic cells and may thus be the cause of AIDS. Roughly
at the same time an identical virus was isolated by Gallo and colleges [24]. The newly discovered virus
was initially termed HTLV-III or LAV (lymphoadenopathic virus), which was later changed to HIV
(human immunodeficiency virus). In the sequel it became clear that this new virus is the cause of
AIDS [25]. In 2008, Barré-Sinoussi and Montagnier received the nobel prize in medicine for their work
on the discovery of HIV.

1.1 Pathology & Epidemiology

The number of cells expressing the CD4 (cluster of differentiation 4) receptor (CD4+- cell count) is
the main marker associated with the pathology of HIV-infection (see fig. 1.1). A CD4+ T-cell count
below 200 per µL of blood has been established as a clinical marker for the definition of AIDS [26].
HIV infection can be divided into an acute, a chronic and a final phase, which is typically associated
with AIDS (see e.g. [27]). The length of time from primary infection to the development of AIDS can
vary widely between individuals. The majority of people infected with HIV, if not treated, develop
signs of HIV-related illness within 5-10 years, but the time between infection with HIV and being
diagnosed with AIDS can be 10–15 years or even longer [1].
Acute phase. Following infection, infected cells cannot be detected for 1–3 days. The first infected
cells, that become detectable are resting memory CD4+ T cells that express chemokine (C-C motif)
receptor 5 (CCR5), the virus co-receptor [28]. Over the following 3 days, the number of infected cells
increases. At ∼ 1 week, virus becomes detectable in local lymph nodes; Langerhans cells or dendritic
cells are involved in carrying virus to these sites [29, 30]. Around day 7, virus begins hematogenous
spread (spread by the blood) and is seeded to other sites, particularly to the gut-associated lymphoid
tissue (GALT) where large numbers of CD4+ CCR5+ memory T cells reside [31]. This seeding to
other sites results in an exponential expansion of the infection, with up to 20% of gut-associated CD4
T cells infected and ∼80% destroyed [32, 33]. Virus appears in the blood, with viremia peaking at
around day 21, often > 107 virus particles per ml of plasma (see fig 1.1). Then the level of HIV-1
starts to fall, either because of saturation of the main target cell population (memory CD4+ CCR5+

T cells) [34] or because of the appearance of specific immune responses, or both [35, 36]. Without
therapeutic intervention, virus levels fall 10- to 100-fold and level out to a relatively stable set point
(with ≈ 105 virus per mL) between 2 and 6 months after infection.
Chronic phase. After the acute phase, blood CD4+ T cell levels, which dip in acute infection,
usually recover as the viral set point is reached, but then gradually decline. However, this gradual
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Figure 1.1: Time course of HIV infection. Picture modified from [27]

decline masks what is really happening in the whole CD4+ T cell population [28]. The virus levels
generally stay around the set point for many months or years.
Final phase. The final phase is characterized by a loss of immune function and the occurrence of

Adult prevalence (%)

15 - 28 %

5 -  < 15%

1 -  < 5%

0.5 - 1 %

0.1 % - < 0.5 %

< 0.1 %

No data available

Figure 1.2: Global View on HIV infection 2008. Picture modified from [1]

opportunistic infections. To date it is unclear how HIV causes AIDS. Although simple depletion of the
major target of HIV infection, the CD4+ T cell, can explain much of the observed immunosuppression,
other factors seem to be involved.
A major cause of CD4+ T cell loss appears to result from their increased susceptibility to apoptosis
when the immune system remains activated [37]. Persistent immune activation might be a direct result
from HIV-infection or indirectly caused by the loss of mucosal defence [38], which leads to microbial
translocation [39]. Although new T cells are continuously produced by the thymus to replace the ones
lost, the regenerative capacity of the thymus is slowly destroyed by direct infection of its thymocytes
by HIV [40, 41]. Eventually, the minimal number of CD4+ T cells necessary to maintain a sufficient
immune response is lost, leading to AIDS.
The United Nations AIDS (UNAIDS) committee has estimated the number of HIV-infected people
to 33 millions (range: 30-36 millions) for 2007 [1]. The number of HIV-infected people has leveled off
since 2001, however it is still increasing. Sub-Saharan Africa remains the region most heavily affected
by HIV, accounting for 67% of all people living with HIV and for 75% of AIDS deaths in 2007 (see
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1.2). Some of the most worrisome increases in new infections are now occurring in populous countries
in other regions, such as Indonesia, the Russian Federation, and various high-income countries. In
2007 there were 2.7 million new HIV infections and 2 million HIV-related deaths. Young people aged
15–24 account for an estimated 45% of new HIV infections worldwide.

1.1.1 Target Cells

Essential for HIV target cell infection is the presence of CD4 receptors [42, 43] and co-receptors,
either CCR5 or CXCR4 (CXC receptor 4, also called fusin) [44–49]. Studies of disease progression
in humans [50, 51] and in nonhuman primates [52] have established that the tropism of viral isolates
for CXCR4 or CCR5 clearly defines the cellular targets for HIV in vivo. Although a greater number
of potential target cells express the CXCR4 receptor [53], CCR5 co-receptor usage is favored in early
infection [54], implying that reproduction in CCR5-tropic cells (e.g. activated T-cells of the gut-
associated lymphoid tissue) is more efficient. In later stages of disease a ’co-receptor switch’ from
CCR5 to CXCR4 occurs [55], which might be partitially due to the depletion of target CD4+ CCR5+

cells.
The virus, entering through which ever route, acts primarily on the following cells [56, 57]:

Figure 1.3: Major cell types involved in HIV infection. Picture taken from [56].

• CD4+ T-helper cells [58, 59]
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• CD4+ macrophages [60, 61]

• dendric cells (e.g. langerhans) [62–64]

• natural killer cells/natural killer T-cells [65, 66]

• Other: CNS: microglia and macrophages [67–71]

This broad cell tropism of HIV and the distribution of target cells into partially pharmacologically
or immunologically restricted areas, such as the brain, poses an enormous challenge for the design of
effective anti-HIV treatments. The life cycle of HIV in important target cells is schematically illus-
trated in figure 1.3.

1.1.2 HIV Subtypes and Diversity

HIV is a retrovirus belonging to the genus lentiviridae [72]. The genome of HIV consists of a linear,
positive-sense, single stranded RNA. As with all other retroviruses, the single stranded RNA needs
to be reversely transcribed into double stranded DNA by the viral enzyme reverse transcriptase (RT)
and then inserted into the genome of the host cell. We will detail the various steps in the life cycle
of HIV in chapter 2. Five groups of lentiviruses can be clustered on the basis of the hosts they infect
(primates, sheep and goats, horses, cats, and cattle). Within the primate lentivirus group, simian
immunodeficiency virus (SIV) and the two human viruses, HIV-1 and HIV-2 are distinguished. HIV-1
and HIV-2 sequences diverge by more than 50%. Furthermore, HIV-2 contains the vpx gene that is
absent in HIV-1. HIV-1 RNA consists of ∼9200 (9181) nucleotides (NC_001802) [73–75] in contrast to
HIV-2 (10359 nucleotide bases; NC_001722). Most drugs are developed against HIV-1. Because of this
high divergence between HIV-1 and HIV-2, only a minority of drugs is also effective against HIV-2.
The genomic structure of HIV and the constituents will be detailed in chapter 2. HIV exhibits an
enormous diversity [76]. HIV-1 consists of several groups, which are distinguished based on sequence
diversity. Of these groups, group M is the globally spread form.

1.2 Host Defence Mechanisms

The infected host can defend itself against HIV mainly through production of (neutralizing) antibodies
and through cytotoxic T lymphocytes (CTL) response.

1.2.1 Antibody Responses.

Anti-HIV directed neutralizing antibodies are produced by B-cells through previous interaction with
T-helper cells, the primary target of HIV. Antibody responses are directed against the surface of HIV
viruses, more specifically against the envelope protein (Env) that is necessary for viral entry into host
cells. However, the accessible parts of the Env protein are very variable [77, 78] and the conserved
parts of Env are poorly accessible [79–82], making it very difficult for the immune system to build up
an effective defense against HIV based on antibodies.

1.2.2 CTL Responses.

Cytotoxic T lymphocytes responses are elicited by virus-specific CD8+ cells after previous interaction
with T-helper cells. Multiple mechanisms have been associated with the antiviral effect. CTL can
lyse HIV-1-infected cells in vitro and block propagation of the infection [83]. These cells also pro-
duce soluble factors that can mediate this effect [84, 85]. CTL responses kill infected cells through
lysis, or induction of apoptosis, or they block intracellular replication through the excretion of soluble
factors, such as interferons (IFN). However, CD8+ T lymphocyte responses have a tendency to be
highly focused on a limited number of epitopes and are thus limited by the propensity of the virus
to accumulate mutations in T lymphocyte epitopes and to evade cellular immune control [86–88].
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Early studies showed that virus-specific CD8+ T lymphocyte responses emerge during acute infection
coincident with initial control of primary viremia [35, 89, 90]. CTL responses seem to be the most
effective immunological control mechanism against HIV in vivo [91]. However, one significant limita-
tion of cellular immune responses is that they can probably not protect against acquisition of HIV-1
infection. Given the time required for CD8+ T lymphocyte responses to expand after infection, it
may be difficult for e.g. vaccine-elicited T lymphocytes to prevent early immunopathologic events
completely [92].

1.2.3 Intracellular Defense Mechanisms.

A number of host cellular proteins can interfere with the intracellular replication of HIV. The protein
APOBEC3G for example can cause hyper-mutations in the viral genome [93], thus providing an intra-
cellular protection against HIV. Also, siRNA and miRNA can suppress and silence viral mRNA [94,95].
The host cell proteasome has been reported to account for the degradation of ≈ 50% of the viral pro-
teins, prior to integration [96]. Some of these intracellular modulators require an extracellular input,
like IFN, which is excreted by CTLs. For an overview of some intracellular factors refer to e.g. [97].

1.3 Treatment

Current treatment options for HIV include vaccines [98] and synthetic drugs [99]. The use of synthetic
compounds has been very successful, allowing to control viremia and reduce morbidity [100]. However,
synthetic compounds cannot cure HIV and lead to a live-long dependency on these drugs. Vaccine
efforts have been less successful. There is currently no effective anti-HIV vaccine.

1.3.1 Vaccines & the STEP Study

Vaccine efforts are based on boosting the host-defense mechanisms, such as antibody and CTL re-
sponses. Therefore, they face the same problems that are associated with the host-defense mechanisms.
However, a continuous presentation of antigens by vaccines can elicit a strong and persistent immuno-
logical response [101,102].
The extensive subtype diversity and mutagenicity of HIV pose enormous challenges upon the design
of effective vaccines. To overcome the diversity and mutagenicity of HIV, vaccines have to induce
broadly neutralizing activity against conserved regions of HIV.

The STEP study. The STEP study was a huge multi-center clinical study of Merck’s CTL-based
vaccine. The study consisted of of 3,000 subjects in America, the Caribbean and Australia and 3,000
subjects in South Africa. Merck’s recombinant Adenovirus 5 (rAd5) vectors expressed HIV-1 clade
B genes Gag, Pol and Nef. Responses to this vaccine were partially suppressed in individuals with
pre-existing neutralizing antibodies against the vaccine vector [103–106]. On 21 September 2007, the
STEP study was unexpectedly terminated at the first planned interim analysis, when the Data and
Safety Monitoring Board declared futility in the study achieving its primary end points [107]. More-
over, in subjects with pre-existing Ad5-specific neutralizing antibodies, a greater number of HIV-1
infections occurred in vaccinees than in placebo recipients. It is currently unclear whether the lack
of efficacy in the STEP study simply represents the failure of the Merck rAd5 vaccine product or
whether this might mean the failure of the T-cell vaccine concept overall [98].
The failure of the STEP study had a large impact on the community. Most vaccine trials have been
halted and a return to basic science was employed in order to understand the principal mechanisms
of HIV immunology.
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1.3.2 Antiviral Drugs

Although vaccines have helped to control several of the most important viral pathogens, there is cur-
rently little prospect of an effective vaccine for the human immunodeficiency virus [99] and with ∼
33 millon people infected worldwide an urgent need for antiviral treatment. There are currently 25
synthetic anti-HIV drugs on the market [108], which as combination therapy, known as highly active
anti-retroviral therapy (HAART), have transformed what used to be a rapid and lethal infection into
a chronic condition that can be controlled for many years. Antivirals can help to control HIV, in
such a way, that AIDS does not develop, they, however, do not eradicate HIV, but lead to a life-long
dependence on medication with all its toxicities [109,110].

However, in HIV-infected individuals under antiviral treatment it is a matter of time until drug
resistance emerges and drug treatment becomes ineffective. It is still unclear how drug resistance
develops under effective treatment.

There are two major theories trying to explain the failure of HAART: (i) The latency-theory
[111] states, that there are some latently infected cells with a half-life of month to years, that, after
discontinuation of HAART, become activated and release virus. (ii) The ’sanctuary-theory’ [112]
assumes that replication is ongoing, despite HAART, and that in the course of this ongoing replication
mutant strains are formed, that can resist drug therapy and therefore lead to a rebound of virus.

Figure 1.4: Hypothetical decay curve for plasma virus levels in a patient treated with highly active antiretroviral therapy
(HAART). Illustration from [113].

The latency-theory coincides with the unability to detect virus after successful HAART. There
is experimental evidence for the existence of this reservoir [114]. The latent reservoir has been ex-
perimentally quantified in [115]. The potentially very slow decay of this reservoir might make the
eradication of HIV impossible (see figure 1.4). However, this theory alone cannot explain the emer-
gence of drug resistance during therapy, since the viral genome contained in this reservoir cannot
evolve in the absence of replication [114].

It is known that HIV infects pharmacokinetically restricted anatomical compartments (e.g. brain,
genital tract) [57]. The sanctuary-theory explains the unability to detect plasma virus as a result
of compartmentalization of HIV infection [116–120]. Furthermore, the detection of viral ’blips’ (see
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figure 1.4) could indicate ongoing replication in certain sanctuaries, that are insufficiently represented
by plasma viral loads.

Figure 1.5: Left: The live span of the major cell types involved in HIV infection. Picture taken from [56]. Right:
Cellular HIV-1 reservoirs in the CNS. Perivascular macrophages and microglia are the major HIV-1 producing cells in
the CNS. HIV-1 infection of astrocytes is considered to be non-productive. Picture taken from [121].

1.4 Clinical Data Acquisition

1.4.1 Quantifying HIV Infection.

The standard for monitoring the status of the viral infection is to take blood samples and determine
the viral load. The blood is not the main target tissue of HIV [57], however it represents the amount
of circulating virus and is therefore a good indicator of the exchange of viral particles between local
sites. The limit of detection of the standard assays is 50 HIV RNA copies/ml [122–124].

1.4.2 Quantifying Drug-related Resistance.

There are two types of HIV resistance testing: genotypic and phenotypic [125]. Phenotypic assays test
the susceptibility of patient-derived virus towards a drug. Genotypic assays sequence patient-derived
virus.

Standard sequencing technologies in genotypic assays can only pick up mutant populations if they
are present in the 20–50% range at best [126]. Codon-specific, hybridization methods in genotypic
assays are usually more sensitive than sequencing technologies in detecting minority species. They
can pick up mutant populations if they are present in the 2–5% range [127,128]. Recent improvements
in sequencing technologies [129] allow the detection of sequences, that are present in 1% of the popu-
lation. Generally, the results of genotypic assays can be reported within 1–2 weeks of sample collection.

Standard phenotypic assays amplify a patient-derived segment of the Gag/Pol gene that incorpo-
rates protease, reverse transcriptase and some of Gag. Replication of virus at different drug concentra-
tions is monitored by expression of a reporter gene and is compared with the replication of a reference
HIV strain. The drug concentration that inhibits 50% of viral replication (i.e., the median inhibitory
concentration IC50) is calculated, and the ratio of the IC50 of test- and reference viruses is reported
as the fold increase in IC50 (i.e., fold resistance). For most drugs, phenotypic change will be detected
if at least 20% of the viral population is resistant. One obvious potential limitation of these assays
is that their utility is restricted to reverse transcriptase inhibitors and protease inhibitors. However,
these assays have recently been extended and can now be used for novel inhibitors as well [130, 131].
Results are usually available in 2–3 weeks.
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Since the genotype accounts for the phenotype, they must correlate. Multiple mutations are usually
needed to generate high-level resistance, and there are very complex interactions which can be additive
or suppressive in complex ways [125]. Important contributions in understanding the multiple pathways
of resistance development have been made (e.g. [132]), and there are various tools available to predict
drug resistance (phenotype) from sequence data. A summary of algorithms that help interpreting
genotypic assays is given in [133]. A compilation of relevant drug resistance mutations is e.g. available
though the International AIDS Society [134].

1.5 Summary

HIV load (HIV RNA per mL blood) is the most important clinical marker to quantify the state of
infection, whereas the CD4 count is the most important marker for the progression of the disease.
HIV infection is typically divided into 3 stages. The acute phase is occurs at the time-scale of weeks
(see fig. 1.1) and coincides with the spread of HIV into most physiological compartments. The acute
phase is followed by the chronic phase, in which the viral load declines to a stable set point and the
CD4 count partly recovers. In the final phase, viral load continuously increases, while the CD4 count
is gradually declining. The drop of CD4 cells coincides with symptoms of immunodeficiency. A CD4
count below 200 cells/mL blood is defined as AIDS.

Currently, there is no effective vaccine against HIV. However, HIV can be treated with a combina-
tion of antiviral drugs, known as highly active antiviral therapy (HAART). HAART cannot eradicate
the virus, however, it can slow the progression of the disease and reduce AIDS-related morbidity.
Current treatment goals are to suppress AIDS and prolong survival. The Food and Drug Adminis-
tration (FDA) defines treatment success based on the suppression of plasma viremia, a stable CD4+

count and no AIDS-related symptoms [2]. After acquisition of HIV, the current optimistic prospects
of the infected are a life with HIV, under constant drug treatment. However, these prospects are
challenged by the emergence of drug resistance mutations, that render the therapy inefficient, and
therefore eliminate therapeutic options.

There are two main theories which try to explain the failure of HAART to eradicate HIV: (i) The
’latency-theory’ states that HIV replication is sufficiently inhibited by antivirals, but that eradication
cannot be achieved due to the extremely long life-span of some HIV-infected cells (see fig. 1.5). This
theory, however, cannot explain the emergence of drug resistance. (ii) The ’sanctuary-theory’ is based
on the fact that antiviral drugs might insufficiently suppress the virus either in certain HIV infected
cells or pharmacologically restricted anatomical compartments, like e.g. the brain and genital tract
(see fig. 1.3).

1.6 Glossary: HIV/AIDS Medical Terms

CD4: Cluster of differentiation 4: Surface receptor of HIV susceptible cells.
CCR5: C-C-motif receptor 5: Most important co-receptor for HIV.
CXCR4: CXC-motif receptor 4: Important co-receptor for HIV. Typically utilized at later stages of
disease.
epitope: Localized region on the surface of an antigen, capable of inducing an immune response
viremia: Presence of virus in the blood stream.
latent infection: Pathology in a dormant or hidden stage.
viral blip: An isolated appearance of virus above the limit of detection (> 50 copies of viral RNA
per mL)
viral load: concentration of virus per mL of blood. Determined indirectly by most methods through
quantification of viral RNA levels.



Chapter 2

HIV Life Cycle

HIV comprises 15 proteins and an RNA (see fig 2.1). The RNA encodes for nine genes (Gag, Pol,
Env, Tat, Rev, Nef, Vif, Vpr and Vpu). The HIV proteins can be clustered on the basis of their

functionality:

1. Protease (PR), reverse transcriptase (RT) and integrase (IN) are viral enzymes. They are
encoded in the Pol gene. After translation of the Pol gene, the enzymes are produced through
proteolytic cleavage by PR (PR has an autocatalytic function).

2. The structural proteins are nucleocapsid (NC, p7), capsid (CA, p24), matrix (MA, p17) and
two envelope glycoproteins: transmembrane- (TM, gp41) and surface protein (SU, gp120). The
structural proteins originate from the Gag-gene with the exception of the envelope glycoproteins,
which originate from the Env gene. The final proteins are formed after proteolytic cleavage of
their precursors by PR (in the case of Gag) and host proteases (in the case of Env). NC associates
with the genomic RNA and protects it from digestion. CA forms the capsid/core that encloses
the genomic RNA and some proteins that are necessary for the infection of a host cell, such as
IN and RT. A matrix surrounds the capsid, ensuring the integrity of the virion particle. The
outer membrane of the virus is derived from the host cell and includes the envelope glycoproteins
gp41 and gp120.

3. The regulatory proteins Tat (p16, transcriptional transactivator protein) and Rev (p19, ”regula-
tor of expression of viral proteins”) interact with host enzymes and are essential for the successful
replication of HIV. The regulatory proteins are produced after multiple splicing of transcribed
RNA.

4. The accessory proteins Vif (p23, viral infectivity factor), Vpu (p16, virus protein U), Vpr (p12,
viral protein R) and Nef (p27, ”negative replication factor”) interact with host cellular pathways,
improving the intracellular replication of HIV. These accessory proteins are produced through
partial splicing of proviral RNA transcripts. The C-terminal Gag protein p6 is also termed
accessory protein. It is important for the release of viral particles and for attracting Vpr to the
viral core.

In this chapter we will detail the life cycle of HIV and the functions of the various viral proteins
within the life cycle. This will be important in order to understand and accurately model drug

interference with the viral life cycle.

2.1 Binding and Fusion.

The HIV envelope consists of a gp41 and gp120 (see table 2.1). They form the outer sphere of the
virus, with gp41 serving as an anchor and gp120 being entirely exposed to the solute. The first steps in
the infection of a target cell by mature HIV-1 particles are mediated by binding of gp120 to the CD4
receptor of the host cell (see fig. 2.2). This induces a conformational change in gp120 that exposes

17
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Figure 2.1: Organization of the HIV proviral genome and assembly. Illustration from [135].

the co-receptor binding site (see fig. 2.2). Exposure of the co-receptor binding site permits binding
of gp120 to the co-receptor (either CCR5 or CXCR4). Co-receptor binding induces a conformational
changes in gp41, which leads to the insertion of the fusion peptide into the host cell membrane [136].
Interactions between the gp41 sub-domains HR1 and HR2 finally pull the viral- and the host cell
membrane in close proximity, allowing them to fuse.

Figure 2.2: HIV fusion with a host cell. Illustration from [99].

2.2 Reverse Transcription and Integration.

Following virus entry, the viral core is released into the cytoplasm of the target cell [137]. Reverse
transcription of the viral RNA takes place in the cytoplasm [138–141]. It is generally believed that
the reverse transcription process is already initiated in virus particles [142,143] and is then completed
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in the cystosol of the target cell, after viral entry (see e.g. [144]). Reverse transcription is a chain
reaction in which ≈10000 RNA bases (genomic RNA) are degraded and a double stranded DNA of
≈20000 DNA bases is generated simultaneously by RT. Reverse transcription is a particularly inter-
esting process for drug targeting: (i) It is absolutely essential for successful HIV infection and (ii)
the nature of the chain reaction offers many opportunities to interfere (e.g. [145]). The majority of
anti-HIV drugs inhibit this enzyme by various mechanisms.

The process of reverse transcription is highlighted in fig. 2.3. Reverse transcriptions is initiated by
tRNA binding to the primer binding (PB) site of the viral RNA. Several viral factors (including Tat,
Nef, Vif, Vpr, IN and NC) and some host cellular proteins form a large RNA-tRNA complex [146]. This
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Figure 2.3: Illustration of the process of reverse transcription

complex is specifically recognized by RT [147]. Binding of the cellular tRNA to the PB site of the viral
RNA has provided a hydroxyl-group for the initiation of reverse transcription. The RNA-dependent
DNA polymerase (reverse transcription) is initiated, after some initial modifications at the 5’-end of
the viral RNA, which ensure the correct order of the long terminal repeats (LTRs) in the nascent
DNA. After reverse transcription (RNA → DNA), the complementary single stranded RNA (except
for its polypurine (PP) site) is degraded by the RNase function of RT. The first elongation- and RNase
steps have produced a negative-sense single stranded DNA, that is bound to the PP remainder of the
viral RNA. The PP site is now used for the initiation of the second elongation step, which produces
the 5’ end of the future positive-sense DNA strand. The nascent DNA strands now hybridize at their
PB sites allowing the completion of the positive-sense DNA strand by the polymerase function of RT
(DNA → DNA). Finally, the missing 3’ end of the negative-sense DNA is completed. Compared to
the single stranded genomic RNA, this complicated process ensures that both double stranded DNAs
have a U3-R-U5 sequence at their ends (see fig. 2.3), that serves as a transcription promoter.

Upon completion of reverse transcription, newly formed viral DNA associates with viral- (MA, IN
and Vpr) and host cell proteins into the so-called pre-integration complex (PIC). The PIC is trans-
ported into the nucleus via an active mechanism 4–6 h after infection [149]. HIV PICs were shown to
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Figure 2.4: HIV-1 Integration. Illustration from [148].

traffic along microtubuli towards the nucleus with MA inducing interaction with host cell actins [150].
Vpr has been reported to enhance the transport of the viral DNA into the nucleus (in particular
in nondividing cells [151]), by promoting direct or indirect interactions with the cellular machinery
regulating the nucleo-cytoplasmic shuttling [152].

Integration of double-stranded viral DNA occurs in three steps [153, 154]: (i) 3’ processing, (ii)
strand transfer; and (iii) DNA repair (see fig. 2.4). During the 3’ processing, IN removes a ”pGT”
dinucleotide at each 3’ end of the viral long terminal repeats (LTRs), adjacent to a highly conserved
”CA” dinucleotide. This reaction takes place in the cytoplasm within the preintegration complex
(PIC). The subsequent strand transfer occurs in the nucleus following the nuclear import of the PIC.
In the nucleus, the viral IN cleaves phosphodiester bridges located on either side of the major groove
in the target DNA. Next, the processed CA-3’-OH viral DNA ends are ligated to the 5’-O-phosphate
ends of the target DNA. The integration process is completed by cleavage of the unpaired dinucleotides
from the 5’ ends of the viral DNA and repair of the single stranded gaps created between the viral
and target DNA. This repair is probably accomplished by host-cell DNA repair enzymes.

HIV integrations sites are evenly spread over the human genome, with preferences within genes.
Wang et al. [155] have mapped ≈ 40000 unique integration sites within the human genome.

2.2.1 Pre-integration Latency

Zhou at al. [96] have calculated that intracellular viral genomes decay with a half-life of ≈2 days
in resting CD4+ cells. Koelsch et al. have shown in [156] that the unintegrated viral DNA decays
rapidly with an in vitro halflife of 1-4.8 days, in agreement with earlier studies [96]. They conclude
that the decay of total viral DNA after initiation of HAART is disproportionately over represented
by the loss of unintegrated HIV DNA, suggesting that the levels of total HIV DNA after prolonged
therapy largely represent integrated HIV genomes. This indicates that latently infected cells seem to
originate from infected cells with integrated HIV DNA and not from cells with unintegrated DNA.
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2.3 Amplification of Viral Proteins.

Following integration into the host chromosome, the integrated provirus serves as the template for
the synthesis of viral RNAs that ultimately encode the full repertoire of structural, regulatory and
accessory proteins. The HIV long terminal repeat (LTR) and the two viral regulatory proteins Tat
and Rev are essential for the effective transcription of viral RNA. Once RNA is transcribed, it is
eventually spliced in the nucleus to produce partially spliced mRNAs, which encode the Env, Vif,
Vpu, and Vpr proteins, and small, multiply spliced mRNAs, which are translated into Rev, Tat, and
Nef. Unspliced RNAs function as mRNAs for the Gag and Gag-Pol polyprotein precursors, or are
packaged into progeny virions as genomic RNA (see fig. 2.5). The mRNA is transported from the
nucleus to the cytoplasm by Rev, where it is translated into proteins or packaged. The Env mRNA is
translated at the endoplasmic reticulum. The Gag and Gag-Pol polyproteins become localized to the
cell membrane.
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Figure 2.5: Post-integration events.

The HIV-1 long terminal repeat (LTR) acts as an inducible promoter [157]. The basal transcrip-
tional activity from the HIV LTR is very low. It was very soon realized that RNA synthesis is greatly
increased (by more than two logs) when Tat is present [158, 159]. Tat recruits elongations factors to
the nascent viral transcript and thereby greatly improves transcription of HIV RNA [160]. Thus, Tat
constitutes a positive feedback for the expression of viral RNA [161] (see also fig. 2.5). The Tat pro-
tein, although being nuclear in localization, is also released from infected cells and acts on uninfected
cells. Extracellular Tat seems to play an important role in AIDS pathogenesis since, when taken up
by uninfected cells, it can deregulate gene expression [162,163].

The protein Rev functions as an important switch in the expression of HIV proteins. With low
concentrations of Rev (which are abundant initially after integration) nuclear export of viral RNA
is inefficient. Viral RNA that resides in the nucleus is multiply spliced, encoding for the regulatory
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proteins Tat, Rev and Nef [135]. Rev aims at overcoming this default pathway by actively shut-
tling viral RNA from the nucleus to the cytoplasm [164]. Thus, when sufficient amounts of Rev are
achieved, more partially spliced or unspliced RNA is produced, encoding for Env, Vif, Vpu, Vpr and
Gag/Gag-Pol (see fig. 2.5). The Gag-Pol polyprotein mRNA is generated through a frameshift which
leads to overreading of the Gag stop-codon.

The protein Nef enhances the infectivity and the reproduction of HIV through two mechanisms
[165]: (i) It induces down-regulation and degradation of CD4 receptors [166]. This way Nef prevents
aggregation of Env proteins with host-cell CD4 (ii) Nef inhibits apoptosis in the infected host cell by
interfering with the apoptotic pathway [167,168] and by downregulation of MHC receptors for immune
recognition (by e.g. CTLs) [169]. The protein Nef has also been connected with the deleterious effects
of HIV infection: It induces an ”exhaustive” phenotype [170,171] in uninfected, HIV-specific T-cells,
which increases apoptosis [172]. The net effect of Nef is a reduced clearance of virus/infected cells
resulting in high viral loads and the pathological potential in vivo [173].

The host cell protein APOBEC3G is an RNA-editing primate enzyme that plays an important
role in intracellular anti-viral immunity [93]. Upon incorporation into virions it de-aminates cytosine
bases in the positive strand viral RNA genome (C → U), which leads to hypermutations (G → A) in
the proviral complementary DNA, destabilizing the viral genome. The HIV protein Vif counteracts
APOBEC3G by inducing a rapid (halflife of 1-2 min) degradation of APOBEC3G [174].

Several reports describe Vpr as a protein that arrests cells in the G2 phase of the cell cycle [175–178].
In vitro studies suggest that the viral promoter LTR is highly active in the G2 phase of the cell cy-
cle [179, 180]. Therefore, G2 arrest may promote optimal transcription from the LTR, which in turn
promotes an increase in viral output. Vpr has also been shown to contribute to the cytopathicity of
HIV in infected cells by inducing cell death [181,182].
Vpu is the smallest of all accessory proteins in HIV with the highest degree of variability [183]. It
is a transmembrane protein that is not packed in the virus particle [184]. It is found only in HIV-1
and simian immunodeficiency viruses from chimpanzees [183]. Not much is known about Vpu activity
activity in vivo. During viral protein amplification, Vpu has been shown in vitro to interact with
the CD4 molecule in the rough endoplasmic reticulum (RER), resulting in its degradation via the
proteasome pathway [185].

2.3.1 Post-integration Latency

HIV-1 transcription is tightly regulated: silent in long-term latency and highly active in acutely-
infected cells. In computational studies [186], post-integration latency has been explained on the basis
of Tat-expression. In a recent study [187], it has been shown that the regulatory protein Rev also
plays a crucial role, since it translocates genomic-length and partially spliced RNAs from the nucleus
to the cytoplasm, where it is translated. In another study [188] it has been shown that domains within
HIV LTR interact with host cell proteins, such as NF–κB, relaxing the restricting chromatin structure
and thus enabling transcription of HIV RNA. Thus, there are at least three mechanisms by which
post-integration latency can be explained [189]: (i) A restricting chromatin structure, which renders
the provirus inaccessible [190]. (ii) Dysfunctioning of Rev, which leads to nuclear retention of HIV
transcripts [187] and (iii) silencing or dysfunctioning of Tat, which leads to insufficient transcriptional
activity [186]. Current pharmacological interventions that aim at driving HIV out of latency focuss
mostly on relaxing the chromatin structure [191,192].

2.4 Virus Release and Maturation.

Retroviruses can leave the cell in a single step directly from the plasma membrane or, alternatively,
can bud directly into multivesicular bodies and then exit cells via the exosome pathway. Remarkably,
virus release from both the plasma membrane and multivesicular bodies can occur directionally into
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specialized sites of cell-to-cell contact called virological synapses [193].

During amplification, Rev causes a switch in the production of proteins, inducing the production
of proteins that originate from unspliced RNA, such as Env, Gag, Pol and Gag-Pol. As a result, Env
output is continuously increased. Env glycoproteins are processed (glucosylated) in the endoplasmatic
reticulum and Golgi apparatus, cleaved into gp41 and gp120 by host cell proteases [194] and then ex-
pressed at the cell surface. Gag proteins are synthesized in the cytoplasm of the infected cell and
assemble into virus particles that typically bud from the plasma membrane. While the Env glyco-
proteins and the Pol-encoded enzymes are required for the production of infectious progeny virions,
expression of Gag proteins alone is generally sufficient for the assembly and release of non-infectious,
virus-like particles [195, 196]. Approximately 2000 to 5000 Gag polypeptides are required to form
a single spherical, immature HIV-1 particle [197]. Gag proteins contain four conserved regions that
perform distinct functions during viral assembly: the N-myristilated (fatty acid attached) MA domain
targets the protein to cellular membranes, CA makes important protein-protein interactions during
particle assembly and NC captures the viral RNA genome and couples RNA binding and assembly.
The C-terminal p6 domain of Gag encodes a function that is crucial for the release of virions (see
fig. 2.1).

MA is the N-terminal component of the Gag polyprotein (see fig. 2.1 and fig. 2.6). MA is post-
translationally myristilated at the N-terminus. MA harbors three transport signals (membrane- when
myristilated, nuclear localization- without myristilation and nuclear export- [198]) and is regarded as
a shuttling protein in infected cells [199]. Two discrete features are involved in membrane targeting:
(i) an N-terminal myrisate group and basic residues located in the first 50 amino acids. The myrisate
groups are inserted into the lipid bilayer and the basic residues interacts with the phospholipid head
groups of the host cellular plasma membrane. MA also associates with the gp41 cytoplasmic tail
during assembly and is responsible for incorporation of Env into virus particle [200].

The nuclear export signal is important for Gag intracellular localization: Mutations that block
nuclear export result in the aberrant accumulation of Gag and viral genomic RNA in the nucleus and
in the production of RNA–deficient virions [201]. A mechanism consistent with these two nuclear
signals is proposed in which the nuclear location signal targets Gag to the nucleus for genome binding
while the nuclear export signal subsequently targets the Gag–RNA complex to the cytosol.

The CA domain of Gag promotes oligomerization of the Gag molecules at the plasma membrane
and thus enhances the assembly of virus particles [202–204].

The NC domain of Gag directs genome packaging by discriminating between spliced and unspliced
viral RNAs. Selection is mediated by interactions between the NC domains of the assembling viral
Gag polyproteins and segments of the viral genome, called Ψ-sites, which are located ≈120 nucleotides
upstream of the Gag start codon within the viral RNA transcript [205]. This region contains the major
splice-donor site and is destroyed upon splicing, indicating a possible mechanism for discriminating
between spliced and unspliced viral mRNAs [206].

The HIV packaging signal within the RNA overlaps with elements that promote RNA dimerization
and there is considerable evidence that genome dimerization and packaging are intimately coupled
[207]. A total of about 1500 NC molecules [208] coat the genomic RNA in the form of NC oligomers
[209]. NC controls the formation of dense core structures, where reverse transcription is prevented
[210–212]. Thus, the NC would exert a control on the timing of the viral DNA synthesis by the active
RT enzyme, delaying the start phase in virus producer cells [213].

HIV uses the host cell machinery for budding from the cell membrane. The C-terminal p6 domain
of Gag (see fig. 2.1) encodes a function that is crucial for the release, or pinching-off, of assembled
virions from the host-cell plasma membrane [215]. HIV p6 stimulates viral egress from the plasma
membrane by co-opting the cellular machinery that is usually responsible for the inward vesiculation
in late endosomes that generates multivesicular bodies [216].
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Figure 2.6: Assembly and maturation of viral particles. Illustrations from [195] and [214].

Vpu has been shown in vitro to mediate enhancement of viral particle release [217, 218] through
the formation of ionconductive channels at the cell surface which might lead to a global modification
of the cellular environment [219,220].

HIV assembly is a two-stage process involving an intermediate immature virus particle that, upon
budding from the plasma membrane, undergoes a morphologically dramatic maturation step to yield
the infectious particle (see fig. 2.6). This transformation is mediated by the viral protease PR. During-,
or following budding, the activated PR cleaves the polyprotein precursors, Gag and Gag-Pol, into their
constituent domains [214]. These matured proteins are then free to reassemble to form the structures
of the infectious virion. Maturation of the precursor proteins begins by cleavage of Gag-Pol [221] and
continues by a process of ordered cleavages governed by differences in the processing rates at each
cleavage site (see fig. 2.6) [222,223]. The ordered processing suggests that a regulated cleavage cascade
is necessary for proper virion maturation and, therefore, infectivity [214]. Indeed, mutations that ei-
ther abrogate or alter the rate of cleavage of HIV Gag lead to the formation of aberrant, noninfectious
particles [224].

Timing of Protease activity Proteases are enzymes which cleave proteins between specific aminoacids.
HIV protease is known to cleave the HIV proteins Gag and Pol. The timing of protease activity is
important because intracellular (immature) processing of Gag compromises particle assembly [225].
Pol cleavage, on the other hand, provides an intracellular supply of retroviral enzymes IN, PR and RT,
which facilitates multiple integration of provirus into the host cell, given the continually increasing
abundance of viral building blocks. Thus, PR could provide a switch between (i) virus production
and (ii) manifestation of infection/diversity within a host cell.

For all retroviruses, the completion of the viral budding process correlates with the activation of
the viral protease by an unknown mechanism, and, as the structural (Gag) polyproteins are cleaved
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by the viral protease, maturation of the immature virus-like particle into an infectious virion [226]. It
is generally believed that processing of precursor polyproteins is ordinarily delayed until after virus
release. One model for PR activation suggests that aggregation of the precursors at budding sites
promotes PR dimerization, which in turn, activates PR [225]. Therefore, a mechanism that delays
dimerization until nascent virion particles are separated from their host cell might control the activity
of PR. Davis et al. [227] showed that dimerization is enabled by oxidating (acidic) pH conditions. The
findings have been confirmed by Szeltner et al. and Louis et al. [228,229], who determined the catalytic
optimum of PR at a pH value of ≈ 5. Thus, the activity of the viral protease in vitro depends on pH,
with an increase in catalytic rates at acidic and neutral pH. The virus could potentially create this
optimal milieu through Vpu, which can form ionconductive channels at the cell surface in proximity
to the virus budding site, leading to a local modification of the cellular environment [219,220].

However, there is some evidence for proteolytic activity of PR within the cell: intracellularly
cleaved MA [230] is packed into the cores of viral particles and is necessary for the initial steps of
infection [199]. As discussed earlier, Pol cleavage might facilitate multiple provirus integration. Thus,
moderate intracellular activity of PR might increase the infectivity of virions and lead to a minifes-
tation/latency in long-lived cells, that are fairly resistant to the cytopathic effects [231, 232] of HIV,
like macrophages.

2.5 Summary

HIV consists of 9 genes and 15 proteins. Due to the limited number of proteins that HIV provides, it is
still possible to comprehend most of their functions. Therefore, we have provided a detailed overview
of the roles of the various HIV proteins within the viral replication cycle.

The problem of latent infection, which is one major obstacle for the eradication of HIV (see sec-
tion 1.3.2), originates in the life cycle of HIV. We have discussed the molecular reasons for pre- and
post-integration latency in section 2.2.1 and 2.3.1 and discussed experimental data on the stability of
these types of latency. The majority of experimental evidence suggests, that pre-integration latency
is determined by the half life of intracellular viral RNA and DNA (section 2.2.1), which was found
to be relatively short. Post-integration latency on the other hand is determined by the life-time of
the host cell, which can be many month (see fig. 1.5). Thus, it can be inferred that post-integration
latency is the main source for latent infection of cells by HIV.

As many novel viral targets are being explored, it is particularly important to understand the role
of the targeted proteins in the replication cycle. Not all viral proteins are suitable for pharmaceutical
targeting. Inhibiting the function of the viral protein Tat, for example, might lead to latency (see
section 2.3.1), which is currently believed to be one of the major bottlenecks to HIV eradication (see
section 1.3.2). Some viral proteins are more important than others. The three enzymes (RT, PR
and In) for example are absolutely essential. However, different mechanisms of inhibition can lead to
different drug-target stoichiometries: Inhibiting the substrate of protease, Gag, for example, requires≈
5000 drug molecules in order to prevent viral maturation (drug-target stoichiometry: 5000:1), whereas
inhibiting the enzymatic center requires one drug molecule (drug-target stoichiometry: 1:1). In the
next section, we will discuss antiviral approaches against HIV. We will thus build on the information
given in this section, which provides the reader a good background on the molecular targets in antiviral
treatment.
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Enzymes
PR protease processes immature HIV proteins
IN integrase integrates viral cDNA into host cell DNA
RT reverse transcriptase converts viral genomic RNA into cDNA

Structural Proteins
NC nucleocapsid encapsulates & protects genomic RNA
CA capsid forms viral capsid
MA matrix protein forms viral matrix
TM/gp41 transmembrane protein HIV receptor protein attached to viral membrane
SU/gp120 surface protein exposed HIV receptor protein

Accessory & Regulatory Proteins
Nef negative replication factor down-regulates CD4, prevents apoptosis
Vif viral infectivity factor counteracts APOBEC3G
Vpu viral protein U down-regulates CD4, activates PR
Vpr viral protein R arrests cell in G2 phase
Tat transcr. transactivator prot. up-regulates HIV transcription
Rev regulator of expr. of viral prot. shuttles viral mRNA out of nucleus

p1–p66 -alternative notation- viral proteins /protein subunits
denoted by molecular weight (kD)

Table 2.1: HIV proteins.
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HIV-treatment

3.1 A Brief History of HIV Treatment

S ince the isolation of the HI-Virus in 1983, drug discovery and development have transformed what
used to be a lethal disease in to a treatable, chronic infectious disease [233].

While drug therapy consisted of a single nucleoside reverse transcriptase inhibitor (NRTI) in 1987,
which lead to the rapid emergence of drug resistance [234, 235], in the following years the repertoire
of NRTIs had been constantly growing (see table 3.1). However, the prospects until late 1995 were a
delay of disease progression for month, possibly a few years. By the end of 1995 a novel drug class
entered the stage: protease inhibitors (PIs). This innovation paved the way for highly successful
drug combinations, known as highly active antiretroviral therapy (HAART) [236, 237]. HAART is
a combination treatment, in which usually 2–4 drugs from different drug classes are given together.
HAART revolutionized AIDS treatment: Virus rapidly decayed to undetectable levels and significant
reductions in AIDS-related mortality were reported [238, 239]. In the early era, HAART consisted of
two NRTIs and one PI. However, first generation PIs had unfavourable pharmacokinetics, resulting in
a high pill burden and complicating treatment adherence. In the following, three major improvements
were made: (i) PIs were combined with a low dose of the PI ritonavir, which inhibits their metabolic
degradation, thus lowering the pill burden. (ii) The novel class of fully synthetic non-nucleoside re-
verse transcriptase inhibitors (NNRTIs) with very long halflifes entered the repertoire of antivirals.
(iii) Combinations of drugs were marketed, further reducing the pill burden.

By 2002, eradication of HIV was attempted [240,241], but failed due to the persistence of virus in
latently infected cells or anatomical reservoirs [242].

In 2003, the drug enfurvirtide, belonging to the novel class of fusion inhibitors (FI), was released.
It was followed in 2007 by compounds of the novel classes of CCR5 antagonists and integrase inhibitors
(InI). Currently there are 25 anti-HIV drugs available, belonging to 6 different classes (summarized
in table 3.1).

Many novel compounds are in late clinical development (see table 3.2), including the class of
maturation inhibitors (MI). A complete list of drugs in clinical trials can be assessed through [243].
Some emerging targets in HIV treatment are reviewed in [244].

3.2 Antiviral Drug Resistance.

HAART has led to a dramatic decline in the morbidity and mortality associated with HIV infection.
In spite of this, many HIV-infected patients receiving HAART are unable to achieve sustained levels of
plasma HIV RNA below limits of detection. Only approximately 50% of patients who received HAART
therapy in a non-clinical trial setting were reported to achieve the goal of viral suppression [245–248].

27
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Response rates with subsequent regimens after initial failure of primary HAART (salvage regimen) are
considerably lower [249]. Drug treatment failure is mainly associated with accumulation and evolution
of drug resistance [250]. Accumulation of drug resistance can lead to cross-resistance within a drug
class or even multi-antiretroviral class failure, leaving limited options for future therapy [251]. Fur-
thermore, re–application of the same or similarly selective antiretroviral agents can lead to virological
failure as a result of emergence of resistance derived from previously archived resistant virus [252].
It was demonstrated that drug resistant HIV-1 species are present not only as minor constituents of
circulating virus populations, but also in the latent resting CD4+ reservoir long after resistance is no
longer detectable in the plasma [253].

Drug resistance can occur in various patterns: (i) One point Mutation: In some cases (e.g
lamivudine-resistance), a single amino acid substitution confers absolute resistance. (ii) Accumulative
resistance: HIV protease accumulates high-level resistance to protease inhibitors through multiple
mutations (e.g. Tipranavir). (iii) Fitness valleys: For zidovudine it is believed that initial mutations
confer resistance and that subsequent mutations compensate for the functional losses of the enzyme.
However, the exact mechanisms are not well understood. A good overview over relevant drug resis-
tance mutations is available through the International AIDS Society [134].

The emergence, transmission and archiving of drug-, or drug class resistance drives the need for
new innovative drugs, without cross-resistance to existing antivirals. Therefore, many novel strategies
are pursued in drug discovery and development, with the aim of keeping up with the viral evolutionary
dynamics.

3.3 Current Guidelines for the Use of HAART

The term HAART encompasses a variety of combinations of the available 25 drugs, depending on
the patient’s situation. Usually (e.g. in first-line therapy) HAART consists of two NRTIs and ei-
ther an NNRTI, or (ritonavir-boosted) PI. The recommended NRTI backbone consists of the drugs
tenofovir (TDF) and emtricitabine (FTC), the recommended NNRTI is efavirenz (EFV) and the
recommended first-line PIs are either ritonavir-boosted atazanavir (ATV/RTV), ritonavir-boosted
darunavir (TMC114/RTV) or ritonavir-boosted lopinavir (LPV/RTV). Some untypical combinations
include Mega-HAART (involving ≥ 5 antiretroviral drugs), double-boosted PIs (containing three PIs)
and triple-Nukes (containing three NRTIs) [2].

Currently, HAART does not aim at the eradication of HIV [2], which is primarily due to the belief
that the pool of latently infected CD4+ cells leads to a life-long persistence of HIV infection [254–257].
However, the latency theory might not be the only explanation for the persistence of HIV, as ongoing
evolution, despite HAART, challenges the underlying assumption of complete suppression (e.g. [258]).
Based on the assumption that HIV can not currently be eradicated by HAART, the department of
health and human services (DHHS) panel on antiretroviral guidelines for adults and adolescents [2]
formulates the following treatment goals: (i) reduce HIV-related morbidity and prolong survival, (ii)
improve quality of life, (iii) restore immunologic function, (iv) maximally suppress viral load.

Since the aim of the current treatment strategy is the long-lasting suppression of AIDS, the current
consensus is to initiate treatment as late as possible, thereby using up as little treatment options as
possible and reserving alternative treatment options for the time when drug resistance has developed.

Definition: therapy success. Plasma viremia is the primary clinical marker of therapy suc-
cess [2]. Plasma viremia should fall below the levels of detection (≈ 50 HIV RNA/mL) within the 3–4
month (not later than 6 month) after initiation of therapy. Within the first 4 weeks plasma viremia
should decay by at least 2 log [HIV RNA/ml blood]. With ongoing therapy plasma viremia should
remain suppressed (below detection limit).

Definition: therapy failure. Therapeutic failure is best understood in the context of virologic
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success, that is, virologic failure is defined as the inability to achieve and maintain suppression of
plasma viremia. Furthermore, two consecutive HIV RNA > 400 copies/mL after 24 weeks or de-
tectable levels (> 50 copies/mL) by 48 weeks in a treatment-naive patient, who is initiating therapy,
are defined as incomplete virologic response. After virologic suppression, repeated detection of HIV
RNA (”blips”) is defined as virologic rebound.

In the case of therapy failure the DHHS recommends to change therapy. However, there is no
consensus whether therapy should be changed upon detection of viral blips, or after detection of viral
rebound at higher levels (≥ 1000 copies/mL). Upon recognition of treatment failure, resistance is as-
sessed and the information is combined with prior resistance history. Follow-up regimen are selected
based on the resistance history of the infected patient. Follow-up regimen should contain at least two
”active” (no cross-resistance) drugs.

Theory: When does HAART work?
The currently applied HAART does not eradicate HIV, however, it suppresses plasma viremia and
prevents the disease progression. A very similar scenario can be observed with (elite) long-term non-
progressors [259], which are HIV infected patients with low plasma viremia that, in the absence of
treatment, do not develop the symptoms of immunodeficiency. In HIV non-progressors, HIV is effec-
tively controlled by the immune system [260].

One theory how HAART pushes a patient into this labile balance between virus replication and
immune control might be that in the presence of HAART, the viral reproduction, and therefore the
rate of adaptation is decreased to a point where the virus- and the immune adaptation level each
other. A similar scenario can be observed in the asymptomatic stage, with the exception that the
immune system is usually less compromised in the early stages of infection, than during the later
stages and thus able to handle a greater extent of viral adaptation.

3.4 Principles of Targeting HIV

Antiviral strategies can generally be divided into two groups: (i) Strategies that enhance the removal
of pathogens and therefore decrease their expected lifetime and (ii) strategies that reduce the ex-
pected number of offspring within the pathogen’s lifetime (productivity). While vaccine efforts aim
at reducing the lifetime of the virus, by increasing its removal by the immune system, most synthetic
compounds do not target the virus itself, but rather reduce the productivity of the virus.

Although it might seem un-intuitive, it is more effective to target the pathogen itself. This process
is usually self-sufficient for eradicating the pathogen. The expected lifetime of a pathogen can be
indefinite, since pathogens do not die on their own. Thus, decreasing the productivity of the pathogen
in the absence of pathogen removal will not lead to the eradication of the virus. In terms of HIV,
even the most potent regimens might fail, if the immune system is severely compromised (e.g. by the
disease itself) and viral removal is insufficient.

3.4.1 Viral and Host Targets

The paradigm of antiviral drugs has been to target enzymes of the virus, thus achieving a maximal ef-
fect at low host cell toxicity, because there is little cross–inhibition of host cell proteins. This paradigm
has been used to develop almost all current antiviral therapies, and it will continue to be an important
drug-development strategy in the future [99, 261]. However, the versatile nature of HIV [262], driven
by the huge reservoir of replicating virus (≈ 107 infected cells), creates an ensemble of viral targets,
that can possibly confer (part-) resistance against any antiretroviral agent.

In the case of viruses, the interaction with host enzymes is obligatory, as viruses require the host cell
environment to replicate (e.g. [263]). Therefore, it has been proposed to target host enzymes, which
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perform essential interactions with the virus, instead of viral proteins that exists only in a mutant
ensemble within the viral population [264]. Approaches targeting host proteins could be less prone to
select for drug resistance, because the drug target itself is not subject to evolutionary optimization.
However, host enzymes usually perform essential functions. Therefore, targeting a host factor might
require very elaborated modes of action of the inhibitor [265] (discussed in the next subsection), that
selectively block the virus-host factor interaction/-or response, but allow the host protein to perform
essential host-related functions. Although both viral and cellular factors can be targeted, viral factors
should optimally be ’knocked-out’, while, if a host protein is targeted, a detailed knowledge about
the various protein functions is required in order to circumvent toxicity [266]. The mode of action
of a drug that targets a host protein would optimally be selective for the specific interaction that is
required by the virus.

Antivirals that target the host receptors CCR5 and CXCR4 are good examples, in which specific
interactions of the virus with the host are inhibited through modulation of the host protein.

Viral Enzymatic Targets. Most of the currently licensed drugs for HIV target enzymatic re-
actions. These compounds inhibit viral enzymes in two ways: The first group of inhibitors (InIs, PIs
and NNRTIs) target the enzymatic activity by various mechanisms. The second group of inhibitors
(NRTIs and maturation inhibitors MI) compete with/or inhibit the substrate of the enzymatic reac-
tions.
While inhibition of the enzyme activity has an effect on all enzymatic reactions carried out by the
enzyme, competing with/or inhibiting the substrate only disables a specific reaction that is carried
out by the enzyme. However, inhibition/competetition of the substrate can be more bottlenecking in
terms of resistance development for HIV, if there is no alternative for the substrate (e.g. in the case
of NRTIs). In this case, resistance mutations can permanently impair the fitness of the virus.

The mechanism of action of anti-HIV drugs will be discussed in more detail in the next section.

Other Viral Targets. All currently approved anti-HIV drugs target Pol (enzymes) and Env
(surface protein) encoded proteins. While the enzymes were initially targeted by antivirals (due to
their inalienability for the replication of HIV) accessory proteins (Nef, Vif, Vpu and Vpr) and regula-
tory proteins (Tat and Rev) have drawn little attention as potential targets so far. Due to the rapid
emergence and possible archiving of drug mutations with potential cross-resistance, it has been real-
ized that widening the molecular targets of HIV therapy by targeting regulatory/accessory proteins
may expand treatment options, resulting in high impact effective new therapy. However, targeting
accessory/regulatory proteins might not be as successful as targeting enzymes for two reasons: (i)
Mechanistically, the targeted processes (protein–protein or protein–nucleic acid interactions) involve
large interaction surfaces, which are difficult to potently inhibit. (ii) Accessory proteins might exist to
maximize the efficacy of viral replication, but they are not essential for the replication of the virus [267].

HIV-1 regulatory proteins, Tat and Rev, are required for HIV-1 replication and therefore represent
two important viral targets for drug development [268]. Because Tat is responsible for the transactiva-
tion of HIV transcription, inhibition of Tat might lead to latency [186] and is thus a rather unattractive
target. However, it might be more attractive to target some of the other Tat-mediated interactions,
e.g. in the reverse transcription process [269]. A review of the pharmacological approaches to inhibit
Tat is given in [270]. So far, clinical trials of Tat inhibitors have been unsuccessful [271].

Rev is responsible for shuttling mRNA out of the nucleus, thus preventing splicing. In [187] it was
shown, that inhibition of Rev might lead to latency through retention of viral RNA in the nucleus.
This type of latency might significantly differ from the one that would be observed when Tat is in-
hibited: In the case of Rev, the virus production might be inhibited, however, Env proteins might
still be expressed to the cell surface, triggering immune response, since Env proteins are shuttled by
a Rev-independent mechanism. One promising target has been the interaction of Rev with cellular
co-factor DDX3 of the nuclear shuttling complex [272]. Some of the efforts in controlling Rev activity
are reviewed in [273].
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Accessory proteins (Nef, Vif, Vpu and Vpr) were reported to improve viral growth, without being
absolutely essential. However, their importance as virulence factors is being more and more appre-
ciated: they can dramatically alter the course and severity of viral infection, replication and disease
progression. None of the HIV accessory proteins display enzymatic activity: they rather act by al-
tering cellular pathways via multiple protein-protein interactions with a number of host cell factors.
Therefore, most of the current attempts focusses on targeting specific HIV protein/host cell partner
interactions that are important in the HIV life cycle. A review of the current pharmacological efforts
is given in [274].

3.4.2 Molecular Mode of Inhibition

An orthosteric inhibition describes the effect of a ligand through steric hindrance. Orthosteric in-
hibitors occupy and block the site on the targeted enzyme that is required for the reaction. Therefore,
binding of an inhibitor precludes the binding of a ligand, because they require the same binding site.
Orthosteric inhibitors are, therefore, ’non-permissive’ (see fig. 3.1, left).

Allosteric inhibition denotes the effect of an inhibitor on a protein through interaction with a
site on the protein that is distinct from the natural binding locus on the protein. Through binding,
allosteric inhibitors modulate the protein itself and therefore modulate the response of the protein to
a ligand. Therefore, inhibition of a reaction by an allosteric modulator occurs through the protein
and not through steric interaction [265]. Allosteric inhibitors can be ’permissive’ (see fig. 3.1, right),
allowing an endogenous- or residual response while they are bound to the protein.

Examples of allosteric inhibitors for HIV treatment are: Maraviroc (CCR5-antagonist), all cur-
rently licensed NNRTIs and the upcoming class of maturation inhibitors (see table 3.1). All other
anti-HIV compounds (NRTIs, PIs, InI, FIs) can be considered as orthosteric inhibitors (see table 3.1).

A + B + E A:E + B P + E + B

B:E + A
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Figure 3.1: Upper panel: A) An orthosteric mechanism of inhibition. The inhibitor B binds to the active center/substrate
binding site of the target protein. Therefore, with the inhibitor in place, the (viral- or host-) substrate A cannot bind
and elicit effects. B) An allosteric inhibition. The inhibitor binds the protein at a different site than the substrate
binding site. Through binding, the inhibitor modulates the protein. This modification might lead to a modulation (A),
or a termination (A*) of the substrate response, depending if the allosteric inhibition is permissive or not. Reaction
graphs: left: non-permissive inhibition, right: permissive inhibition. Upper illustration taken from [265].
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name class company
Elvitegravir InI Japan Tobacco, Gilead
Vicriviroc CCR5 Schering-Plough
Bevirimat MI Panacos Pharmaceuticals
Amdoxovir NRTI RFS Pharma
Apricitabine NRTI Avexa
Racivir NRTI Pharmasset
Rilpivirine NNRTI Tibotec

Table 3.2: Novel anti-HIV drugs in late clinical trials [243].

3.5 Antivirals

3.5.1 Entry Inhibitors: CCR5-antagonists and FI

Entry inhibitors exert their action at the reversible steps before cell fusion (see fig. 3.2). They block
the infection of susceptible cells and do not contribute to the clearance of free virus directly.

From a pharmacokinetic point of view, entry inhibitors have the advantage that their target site
is extracellular. Therefore, entry inhibitors face (at least) one pharmacokinetic hurdle less than all
other anti-HIV compounds (the cellular membrane). Not having to worry about cell penetration
allows greater flexibility in the design of drugs as exploited in the case of enfuvirtide. Furthermore, in
many cases, target site concentrations are directly related to (unbound) plasma concentrations, which
simplifies exploring the pharmacokinetic-pharmacodynamic relation for these compounds, because
patient plasma concentrations can be measured directly. However, penetration into some target sites
might still be restricted due to vascular barriers (barriers from the plasma to the interstitial space).
The most important vascular barriers in HIV infection are blood-brain-barrier (BBB) and blood-
testis-barrier (BTB).

CCR5-Antagonists.

A decade ago, researchers found that a deletion in the CCR5 gene confers resistance to HIV-infection
in 1–2% of humans who are homozygous for this mutation [275–277]. Individuals who have a 32 base
pair deletion in the CCR5 coding region fail to express CCR5 on the cell surface. Individuals with
this deletion appear to be immunocompetent with no other obvious abnormalities. This suggested
that blocking the function of CCR5 may not be detrimental and thus indicated a great potential
for CCR5 antagonists in the treatment of HIV infection. Since these discoveries, the development of
antiretroviral therapy utilizing CCR5 antagonism has been of particular interest [278,279].

In HIV infection, CCR5 is the main co-receptor. Typically, CCR5-tropic virus is dominating in
the early- and asymptomatic stages of the disease, while the CXCR4-tropic form can dominate in
later stages of disease (in ≈ 50% of all cases). CCR5 antagonists inhibit CCR5-tropic HIV, but are
not active against either CXCR4, or dual CCR5/CXCR4-tropic HIV strains.

In August 2007 Pfizer’s Selzentry (maraviroc) [280] gained approval as the first small-molecule
CCR5 antagonist for the treatment of HIV. Maraviroc binds to transmembrane domains of the CCR5
coreceptor, inducing a conformational shift that renders the HIV-binding domain less accessible [281].
Maraviroc is an allosteric inhibitor of the virus-host cell attachment [21]. Once bound, it dissociates
only very slowly in vitro (dissociation half-life of 15.95 hours [280]). Pharmacokinetic fluctuations
in the maraviroc concentration are expected to have little consequences if the in vitro observed slow
dissociation from the receptor holds in vivo. Maraviroc displays additive or synergistic inhibition to
all currently licensed drugs in vitro [282]. Jacqmin et al. [21] have modelled the effect of maravi-
roc and explained the discrepancy between the in vitro potent binding of maraviroc to the CCR5
receptor (KD = 0.089 ng/ml) and the observed in vivo effect (IC50 = 8 ng/ml) [283] based on the
assumption that only 1.2% of free activated receptors are utilized to elicit 50% of the maximum in-
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fection rate. This excess of available receptors implies that in the presence of maraviroc, dispensable
receptors need to be blocked first, before any marked decrease in the infection rate, and consequently
in the viral load, can be detected (see fig. 3.2, right). However, the calculations in [21] did not take
into account that the allosteric mode of action of maraviroc might be permissive, as suggested by [284].

HIV can become resistant to maraviroc by switching to CXCR4 usage instead of CCR5 [285]. In
one example, HIV can become resistant to the CCR5 antagonist maraviroc by modifying its envelope
glycoprotein gp160 so that it can bind to the host CCR5 receptor even with inhibitor in place [284].
This observation might support the notion of ’permissiveness’ in the allosteric mode of action of mar-
aviroc.

Maraviroc, which is a substrate of the efflux transporter P-glycoprotein, shows limited distribu-
tion to the central nervous system as evidenced by cerebrospinal fluid concentrations that were 10%
of the free plasma concentration following intravenous infusion in rats, but is well distributed into the
testes [286].

In a Phase III study that compared maraviroc with efavirenz (both given together with zidovudine
and lamivudine), maraviroc failed to meet the non-inferiority threshold.

About a dozen co-receptors mediate HIV-1 entry in vitro [287]. Among these coreceptors, however,
probably only CCR5 and CXCR4 are important as front-line pharmacological targets, because they
are the main co-receptors used by HIV-1 to enter CD4+ T cells and macrophages [288–290].

Escape mutants against co-receptor antagonists can utilize the following mechanisms: (i) they may
continue to use the same coreceptor in an inhibitor-insensitive manner if the inhibitor is allosteric;
(ii) coreceptor switching may occur; (iii) an entirely different co-receptor may be used by the escape
mutant. For the only approved coreceptor antagonist, maraviroc (CCR5), coreceptor switching to
CXCR4 or inhibitor-insensitivity to in the CCR5 using strains has been observed [285].

Host cell

Host cell

CD4

co-receptor

(CCR5/CXCR4)

Virus

CCR5/CXCR4

antagonists
infected cell

viral capsid

fusion

inhibitors

Figure 3.2: Illustration of the action of entry inhibitors within the viral life cycle.

Fusion Inhibitors: FI

Following the interaction between the gp120–CD4 complex and the chemokine receptor CCR5 or
CXCR4, additional conformational changes take place in the viral envelope that cause a shift from a
non-fusogenic to a fusogenic state of the HIV gp41, which ultimately drive the fusion process. The
N-terminal domain of gp41 is exposed and inserted through the fusion peptide into the host cellular
membrane. The HR1 and HR2 sub-domains of gp41 condense through formation a six-helix bundle
structure (3xHR1 and 3xHR2), that brings the viral- and cellular membrane in close proximity, al-
lowing them to fuse (see fig. 2.2) [291].
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Enfuvirtide is a synthetic peptide of 36 amino acids that mimics an HR2 fragment of gp41 [292].
Its binding to the HR1 region blocks the formation of the six-helix bundle structure, which is critical
for the fusion process [281].

The primary target of enfuvirtide, the HR2 sub-domain of gp41 is only transiently exposed dur-
ing viral entry. Sensitivity to enfuvirtide was reduced 2–fold when intercellular adhesion molecule
type 1, which accelerates the cell-cell fusion process, was present in the host cell [293]. In a recent
study [294], it was shown that a large proportion of HIV particles fuse with the cell after endocytosis.
The endosome is not in exchange with the cell surrounding medium, in which enfuvirtide is mainly
distributed. Therefore, when the HR2 domain (enfuvirtide’s target) is exposed within the endosome,
the drug might not be present [295].

Enfuvirtide resistance involves the selection of a broad spectrum of changes in the HR1 region of
gp41. Overall, enfuvirtide should be considered as a drug with a low genetic barrier for resistance.
Cross-resistance to enfuvirtide is not conferred to other antiretroviral agents.

Enfuvirtide is specific for HIV-1 and is similarly active against various HIV-1 clade isolates and
CXCR4 (X4; associated with disease progression), CCR5 (R5; usually involved in HIV transmission)
or dual tropic strains. The enfuvirtide concentration required for inhibition of HIV-2 was 103- to
104-fold greater than that required for HIV-1 inhibition [296].

Enfuvirtide is synergistic in combination with various individual antiretroviral agents [297]. Enfu-
virtide in conjunction with other anti-retroviral therapy is approved in the US, Europe and countries
worldwide for use in the treatment of HIV infection in treatment-experienced patients. Enfuvirtide is
not recommended for use in antiretroviral-naive patients.

3.5.2 Reverse Transcriptase Inhibitors: NRTI and NNRTI

The reverse transcriptase (RT) is a retrovirus-specific enzyme. It uses the viral genomic RNA as
a template to produce a double-stranded DNA transcript, that can be inserted into the host-cell
genome. In order to complete this process, the reverse transcriptase performs two enzymatic reactions
(see fig. 3.3): (i) an (RNA- and DNA dependent) polymerase function and (ii) an RNAse function.
The anticipated overall process of reverse transcription is illustrated in fig. 2.3. During each step of
DNA chain prolongation, the two processes of chain prolongation and the reverse reaction (excision)
are competing with one another (see fig. 3.3, upper panel and fig. 3.5, right panel). The excision
process has been discovered in the context of resistance development to some NRTIs.

Reverse transcriptase inhibitors exert their effect intracellular, where reverse transcription takes
place. The overall process of reverse transcription (RNA → DNA) is irreversible, since the genomic
RNA is consumed during the process. Within the viral life cycle, reverse transcriptase inhibitors apply
their effect after the irreversible step of cell fusion (see fig. 3.2). Inhibition of reverse transcription
can lead to the degradation of essential components of the pre-integration complex (PIC), including
the viral genome, and thus fend-off infection. Therefore, reverse transcriptase inhibitors directly con-
tribute to the clearance of virus, like all other drugs that exert their effect after virus-cell fusion and
before the irreversible step of viral genome integration.

Nucleoside/Nucleotide reverse transcriptase inhibitors (NRTI)

The first NRTI, zidovudine (AZT), was initially intended as an anticancer drug. In 1985, shortly
after it was established that HIV is the cause of AIDS, a team from Burroughs Wellcome (now Glax-
oSmithKline) showed that AZT was efficient against HIV [298, 299]. In 1987 AZT became the first
approved agent for the treatment of HIV. Successive discovery of NRTIs was based on the principle
mechanism of action of AZT.
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Figure 3.3: Illustration of the main functions performed by the reverse transcriptase and how reverse transcriptase
inhibitors interfere with these functions.

Currently, NRTIs are the backbone of highly active anti-retroviral therapy (HAART), which typ-
ically consists of a combination of two NRTIs.

NRTIs are analogs of naturally occurring deoxynucleotides (dN). They can be divided into four
subclasses: (i) Thymidine analogues: zidovudine (AZT) and stavudine (d4T), (ii) Cytidine analogues:
dideoxycytidine (ddC), lamivudine (3TC) and emtricitabine (FTC), (iii) Adenosine analogues: di-
danosine (ddI) and tenofovir (TDF, PMPA) and (iv) Guanosine analogues: abacavir (ABC) (see also
fig. 3.4). A full list of all currently approved NRTIs is given in table 3.1. NRTIs exert their effect
intracellularly, at the site of reverse transcription. Due to their hydrophilic character, they are most
likely taken up by active transport mechanisms [300], e.g. utilizing the host transporters that are
responsible for the import of the endogeneous deoxynucleotides. All NRTIs are prodrugs, that have
to pass at least three intracellular activation steps in order to exert their effect (see also fig. 3.4). The
triphosphorylated form competes with deoxynucleotides triphosphates (dNTPs, the endogenous sub-
strate) for the incorporation into the nascent viral DNA which is produced by RT [301]. All currently
licensed NRTIs are chain terminators: they lack the hydroxyl-group which is necessary for further
extension/polymerization of the DNA. This mechanism of action is selective for RT, because RT does
not provide a proof reading mechanism, which can replace falsely incorporated NRTIs, unlike most
cellular polymerases [302].

The efficacy and safety of nucleoside analogs depends on intracellular- and extracellular pharma-
cokinetics as well as the affinity of the NRTI for incorporation by RT, versus host polymerases [303].
NRTIs are active against both HIV-1 and HIV-2. Most NRTIs are excreted either unchanged, or
after glucoronidation. Thus, there is little interaction with compound classes which are primarily
metabolized through CYP P450-enzymes (like PIs and NNRTIs).

Prodrug activation. Nucleoside- and nucleotide (partially phosphorylated nucleosides) analogs
are prodrugs that require intracellular phosphorylation to exert their activity (see fig. 3.4). For
most NRTIs, uptake- and efflux is mediated by concentrative nucleoside transporters (CNT) and
equilibrative nucleoside transporters (ENT), among others [304, 305]. A series of intracellular phos-
phorylation reactions are required to form an active triphosphate (TP) moiety, eventually creating a



3.5. ANTIVIRALS 37

pool of dideoxynucleoside analog triphosphates (NRTI-TP) that competes with the cell’s endogenous
deoxynucleotide triphosphates (dNTPs) for substrate binding to RT [306].

Although it has been established that the antiretroviral effect of NRTI is related to the active
tri-phosphate form, patients are often treated with regimens based on extracellular (plasma) phar-
macokinetics and not on intracellular triphosphate pharmacokinetics [307]. Intracellular phosphory-
lation data from NRTI-treated patients are limited. The effects of systemic or patient-related factors
(e.g. infection status, concomitant drugs, genetic variability), cellular factors (cell cycle, cell type,
activation status), and measurement factors are difficult to control adequately in clinical studies.
Additionally, small samples, poor design, and comparison of study results also impose major limi-
tations on clinical studies, when it comes to analysis of the complex interactions involved in NRTI
phosphorylation [308, 309]. The relationship between intracellular phosphorylation and extracellular
pharmacokinetics is not always concordant, and complex models are required to define this relation-
ship [145].

The generic route for the activation of NRTIs involves the (active) uptake of the prodrug from the
cell surrounding medium and sequential tri-phosphorylation.

Figure 3.4: Intracellular steps required for the activation of NRTIs. Illustration from [303]

One or more steps in the sequential phosphorylation of NRTIs from initial -MP to -DP to -TP
formation can be rate limiting. The efficiency and regulation of these pathways varies and has not
been fully characterized for all agents. Studies have shown that the parent drug is often only partially
converted to the active TP form (see e.g. [145,310–315]).

In-vitro and ex-vivo studies with NRTIs indicate that the amount of phosphorylated products in
different cell types and the differential phosphorylation kinetics are related to expression of cellular
kinases, efficiency of cellular kinases, intracellular dNTP concentration (that might compete for acti-
vation) and expression of transporters [300,314–316]. The extent of intracellular phosphorylation can
be influenced by the type of cell (e.g. the difference in phosphorylating capacity) or the activation
state of the cell (resting vs. actively replicating). The extent of phosphorylating activity in different
cells varies for a given nucleoside analog [314,315], depending on the predominant activation pathway
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(see fig. 3.4).

NRTIs are usually co-administered as the backbone of HAART. Synergy between NRTIs is strongly
influenced by how the two NRTIs are activated (see fig. 3.4). Analogs of the same dNTP are likely
to use the same phosphorylating pathway, thus competing at the activation cascade level. The most
beneficial combinations of NRTIs are those which combine drugs from different subclasses [317].

All NRTIs except for abacavir and tenofovir are activated through triphosphorylation, which in-
volves different enzymes for the different analogues. Abacavir (ABC) has a unique intracellular phos-
phorylation pathway that first involves addition of a phosphate to form ABC-MP, then cytosolic
deamination of ABC-MP forms CBV-MP, which is subsequently phosphorylated twice to form CBV-
TP, the active moiety [318] (see fig. 3.4).

Nucleotide reverse transcriptase inhibitors (NtRTI) are partially phosphorylated nucleoside analogs.
Enzymatic rate limitation during tri-phosphorylation of nucleoside agents was the driving principle
behind their development. However, one limitation is that the highly polar phosphate moiety of
NtRTIs restricts cellular penetration. Therefore, the polar phosphate moiety is masked by attach-
ing labile lipophilic groups that would permit uptake through cellular membranes. Within the cell,
enzymatic excision of the masking groups regenerates the monophosphate, and intracellular kinases
produce the active nucleotide analog triphosphate. Enzymatic excision has the potential to become
a further rate-limiting step in the activation of a nucleotide analog. The choice of masking groups,
and hence the excision pathway, can significantly influence both the rate and the cell types in which
the generation of active drug occurs for a given analog. The only licensed NtRTI so far is the
deoxyadenosine-monophosphate (dAMP) analog tenofovir disoproxil fumarate (see fig. 3.4). After
intracellular removal of the fumarate residues by intracellular esterase enzymes, tenofovir activation
requires two consecutive phosphorylation steps (see fig. 3.4).

Equally important as the phosphorylation cascade are the dephosphorylation steps. The velocity
of dephosphorylation determines the intracellular half-life (/clearance) of the active moiety. NRTI
plasma elimination is usually fast [307], so that dosing schedules become feasible only in the context
of rate-limiting dephosphorylation steps, leading to slow intracellular pharmacokinetics. However,
intracellular dephosphorylation can depend on the concentration of intracellular phosphatases, which
in turn are cell (and cell activation) dependent. This implies that if the dosing schedule has been ad-
justed to the intracellular halflife in a particular surrogate marker (e.g. peripheral blood mononuclear
cells, PBMC), and the intracellular halflife in some target cell (e.g. macrophages) is smaller, then,
insufficient concentrations of active intracellular drug might be achieved at the time before the next
dosing. The currently licensed NRTIs with a the longest plasma halflife are lamivudine (≈ 6h) and
tenofovir (≈ 17h) [307], while all other NRTIs have a plasma half-life of ≤ 3h (see section 5.5). Given
the worst-case scenario; –the dephosphorylation of NRTIs in some target cell is fast, implies that only
lamivudine and tenofovir are efficient as twice daily regimens. However, currently all NRTIs are given
twice daily or less.

Effect. NRTIs compete with their analogous endogenous substrates for incorporation into the
nascent viral DNA by RT (see fig. 3.5, a), where they, once incorporated, prohibit further strand pro-
longation [306, 319]. Three major determinants of NRTI-efficacy can be extracted from mechanistic
effect-models [145, 320]: (i) the affinity and rate of incorporation of NRTIs versus the endogenous
substrate, (ii) the ratio of NRTI-TP:dNTP and (iii) the total number of NRTI incorporation sites
per reverse transcriptase event. From resistance mechanisms, especially to AZT, it is also clear that
the rate and selectivity of excision of the NRTI versus the endogenous substrates is an important
determinant of efficacy.

The affinity and rate of incorporation of NRTIs depends on the enzyme properties and is thus a
major route of mutational escape (see e.g. [301]).

The importance of the NRTI-TP:dNTP ratio is clear from the effects of anti-metabolite agents
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(agents that modulate nucleotide pool sizes) on the antiviral activity of NRTIs [321–323]. The rela-
tive increase in RT inhibition, and a greater antiviral effect, is achieved at a high ratio and is consistent
with competition between NRTI-TP and dNTP for incorporation into DNA being shifted in favor of
NRTI-TP [314, 320]. Similar to NRTI-TP levels, dNTP pools vary, depending on the cell type and
activation state [315, 324]. This implies, that it is not only necessary to look at the ability of the
cell to phosphorylate NRTIs, but also on the endogenous dNTP levels. This is especially important,
since the cell’s ability to phosphorylate NRTIs and dN are not always interrelated: dNTPs can be
formed utilizing two different pathways, termed de novo and salvage. The salvage pathway is a com-
plementary route for providing cells with DNA precursors, primarily utilizing uptake of nucleotides
from the extracellular space, derived in vivo from nutrients or degraded DNA [325]. Most NRTIs are
activated utilizing the salvage pathway, thus competing with endogenous nucleotides for this route of
activation. However, the salvage pathway is not a requirement for the target cell, since the de novo
synthesis can provide all the DNA precursors needed. In brief, the pool of intracellular NRTI-TP is
dependent on the salvage pathway, while the pool of dNTP is not. Therefore, the NRTI-TP:dNTP
ratio in a cell depends on the route that is primarily used by the target cells to provide supply with
dNTPs. If the primary pathway is distinct from the pathway utilized by the NRTI for activation,
then the NRTI-TP:dNTP ratio can be expected to be unfortunate and the NRTI is probably not very
effective in this cell type.

The salvage pathway, however, has important implications for mitochondrial DNA (mtDNA) repli-
cation and metabolism. Interference of NRTIs with the salvage pathway might trigger toxic side ef-
fects [326–328].

The importance of the number of incorporation sites for the efficacy of NRTIs has to be viewed in
the context of the chain reaction itself. The number of available sites to terminate the chain increases
the propensity that the NRTI is incorporated and thus the probability that the NRTI terminates the
nascent DNA-strand.

The effect of NRTIs will be exemplified in further detail in section 6.2.

Resistance. Resistance towards NRTIs is achieved by two distinct and generally exclusive mech-
anisms [301]: Resistance mutations can act either by (i) decreasing the incorporation efficiency of the
NRTI-TP or (ii) increasing the removal of the incorporated NRTI. The former mechanism is observed
with most NRTIs and most likely involves steric hindrance, decreased binding- [330] or rate of in-
corporation [331–333]. The later mechanism has been discovered in the context of AZT resistance.
Since retroviral RTs lack 3’-exonuclease proofreading activity [334] is was believed that NRTIs, once
incorporated, terminate and destroy the nascent DNA. However, reverse transcriptase is capable of
pyrophosphorolysis (the reversal of the polymerization reaction, see fig. 3.3) [335] and transfer of the
chain terminator to a nucleoside triphosphate, most likely ATP [336] (see also fig. 3.5, right). Transfer
of the chain terminator to a nucleoside triphosphate is considered the main pathway of AZT resis-
tance [301]. The two resistance pathways are orthogonal: The 3TC-resistant enzyme, for example,
has very poor pyrophosphorolysis and ATP lysis properties on the 3TC-MP or AZT-MP terminated
primer [337].

It can be speculated, that enhanced nucleoside excision due to resistance will have an impact on
the fitness of the resistant virus, since it decelerates the overall progression of reverse transcription.
Decreasing the binding- or incorporation efficacy of NRTIs will also have some collateral effects on
the incorporation efficacy of dNs (which might explain the difficulty to detect e.g. 3TC resistant viral
strains).

Toxicity. Class-wide long-term toxicity with NRTIs is linked to mitochondrial destruction [110].
The mitochondrial dysfunction has been explained with (i) the DNA polymerase-γ hypothesis, (ii)
oxidative stress, and (iii) acquired mtDNA mutations, related to energy depletion [110]. Clinical,
pharmacological, cell, and molecular biological evidence links mitochondrial dysfunction to the toxic-
ity of NRTIs [338].
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Figure 3.5: a) Polymerase action of RT. An incoming dNTP binds to the complementary dNTP on the complementary
RNA/DNA strand. The dNTP is incorporated by ligating the monophosphate group to the hydroxyl-end of the nascent
DNA. The remaining di-phosphate of the incoming dNTP is released. This process produces energy. b) Excision of
NRTIs. With an NRTI-MP incorporated into the end of the nascent DNA there is no hydroxyl-end exposed for further
prolongation of the DNA. An incoming dNTP (mainly ATP) binds to the phospho-diester bridge which connects the
incorporated NRTI with its succeeding dNTP, releasing the NRTI from the nascent DNA. The NRTI is thereby excised
from the nascent DNA, releasing a dNTP-NRTI complex. This process consumes energy. Picture taken from [329]

The dominant theory for NRTI toxicity is that NRTIs are incorporated into the mitochondrial
genome by the mitochondrial polymerase-γ [110], leading to their functional impairment. Most NR-
TIs, serve as 5’-triphosphate substrates for mtDNA synthesis by DNA polymerase-γ. They compete
with the natural nucleotides and also terminate nascent mtDNA chains because they lack 3’-OH for
continued mtDNA polymerization. The exonuclease of DNA polymerase-γ may excise the inserted
NRTI-MP at the time of its insertion into nascent mtDNA, if the NRTI is recognized as an erroneous
substitute. If the NRTI is not recognizable, it remains in the chain, and mtDNA synthesis ceases
because the 3’-OH necessary for DNA replication is absent in NRTIs.

When adjusting dosing regimes, the total amount of NRTIs incorporated into the mitochondria
is therefore weighted against the potential to terminate reverse transcription, leading to a narrow
therapeutic window for most NRTIs.

In a computational study, Wendelsdorf et al [339] have evaluated the DNA polymerase- γ hypoth-
esis for different NRTIs. While the theory is able to explain the observed toxicity of most NRTIs,
they found little correlation between observed AZT toxicity and expected toxicity based on the DNA
polymerase- γ hypothesis. It is suggested that the association of AZT with mitochondrial toxicity is
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a result of the depletion of mitochondrial TTP pools due to the inhibition of mitochondrial thymi-
dine kinase (TK2) and TMP kinase by AZT and AZT-MP, respectively [340]. Similarly, whole cell
TTP levels have previously been reported to be decreased by AZT [299,341]. While requiring further
study, these results may help to explain the clinical observation of symptoms often associated with
mitochondrial damage during AZT therapy [342], despite AZT-TP being a weak inhibitor of mtDNA
polymerase-γ [343,344]. This also implies, that potentially not the AZT-TP levels, but rather AZT, or
AZT-MP might more closely correlate with toxicity, necessitating a reconsideration of the therapeutic
window for this drug [145].

Non-Nucleoside reverse transcriptase inhibitors (NNRTI)

After the discovery of NRTIs, non-nucleoside RT inhibitors (NNRTIs) were subsequently identified
as a chemically diverse class of compounds. NNRTIs are chemically distinct from nucleosides and,
unlike the NRTIs, do not require intracellular metabolism for activity. In general, NNRTIs are a
group of small (<600 Da) hydrophobic compounds with diverse structures that specifically inhibit
HIV-1 RT [345]. The four approved NNRTIs include nevirapine, delavirdine, efavirenz, and etravirine
(see table 3.1). NNRTIs interact with the NNRTI binding pocket of HIV-1 RT (see e.g. [99] for a
comprehensive review). Through induced fit binding they cause both short-range and long-range dis-
tortions of the HIV-1 RT structure [346], which affect the polymerase as well as the RNase activity
of RT [347]. NNRTIs looked initially promising as potential anti-HIV drugs; in vitro data showed
low toxicity combined with high potency [348, 349]. However, from clinical trials of the prototype
NNRTI, nevirapine, as monotherapy [350], extremely rapid selection of resistant virus meant that the
utility of this drug class appeared rather limited [351]. However, with the introduction of multi-drug
combination therapy, an important role for NNRTIs has been established [352]. NNRTIs are primarily
metabolized through the CYP-P450 pathway. In addition, they act as either inhibitors or inducers
of various CYP enzymes (see fig 3.7). Thus, drug interactions are expected when NNRTIs are co-
administered with other medications (e.g. PIs), necessitating an evaluation of potential drug-drug
interactions [353]. Today, the greatest potential of NNRTIs lies in their use as part of combination
therapy. Trials consisting of an NRTI backbone and an NNRTI have the highest success rates [354].
This might be partly due to better adherence to NNRTIs, which in general have very long half-lifes and
are thus suitable for once daily dosing. Also, NNRTIs have favorable toxicity profiles, compared with
PIs and NRTIs. However, major issues with the use of NNRTIs are rapid emergence of class-wide
resistance, which has partly been overcome by recent developments, possibly allowing to sequence
NNRTIs [355].

NNRTIs are non-competitive inhibitors of RT with respect to the dNTP substrate. Although
NNRTIs represent, in terms of chemical structures, a heterogeneous class of inhibitors, they all in-
teract with HIV-1 RT by binding to a single site termed the NNRTI-binding pocket that is in close
proximity to the RT DNA polymerase active site [356]. Comparison of unliganded and NNRTI bound
RT structures showed that the NNRTI pocket is only created by the binding of the inhibitor itself.
Through binding to RT, NNRTIs inhibit HIV-1 reverse transcription. A number of different mecha-
nisms for NNRTI inhibition of RT have been proposed. The proposed mechanisms can be divided into
two categories: (i) Mechanisms that result in a selective inhibition of particular functions during the
overall process of reverse transcription (see fig. 2.3) and (ii) local, kinetic modifications of RT activity
(see fig. 3.3). The first mechanism is related to global conformational distortions in the RT enzyme,
while the later refers to local distortions in the polymerase active site.

Global effects. RT requires functional- and conformational flexibility to perform its different
enzymatic functions during the process of reverse transcription. The first strand transfer reaction,
for example, is an essential step in reverse transcription and requires the co–ordination of both the
DNA–polymerase and RNase–activities of HIV-1 RT. In [357] it was shown that nevirapine alters
the mobility of RT that is required to complete reverse transcription (including several strand trans-
fer operations) [358]. Nevirapine was shown to lower the pace of overall enzymatic activity through
inhibiting the conformational, –and thus functional–, flexibility of RT. Locally, NNRTIs may cause
these effects by shifting functional equilibria of RT [359]. During strand transfer, it was suggested
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that NNRTIs affect the enzyme’s ability to bind the RNA PPT primer/DNA template (see fig. 2.3)
in a polymerase-dependent mode [360], preventing the functional switch to RNAse-dependent binding
and thus halting the overall process of reverse transcription.

Local effects. Nevirapine increases the (metal-dependent) binding affinity of dNTPs (up to 130–
times), but also decreases the velocity of dNTP incorporation into the growing DNA chain [361]. The
slow rate of dNTP incorporation observed for NNRTI–RT–template/primer is probably due to an
indirect effect through alteration/perturbation of the constellation of amino acids involved in posi-
tioning the active site for efficient phosphodiester bond formation (catalysis) [362]. These results have
also been independently confirmed by molecular dynamics simulations [363].

Other effects. Some NNRTIs such as efavirenz and etravirine (TMC 125) have been shown to
inhibit the late stages of HIV-1 replication by interfering with HIV-1 Gag-Pol polyprotein process-
ing. Efavirenz enhances the processing kinetics of Pol compared to untreated and nevirapine treated
cells [364]. Efavirenz mediates a concentration dependent increase in Pol/Pol dimerization [365],
promoting the interaction between individual Gag–Pol polyproteins. This leads to premature acti-
vation of the HIV-1 PR embedded within Gag-Pol (see section 2.4), and the subsequent cleavage of
the precursor polypeptides. As a consequence, the amount of full-length viral polyproteins available
for assembly and budding from the host cell membrane decreases. Therefore, this enhancement of
polyprotein processing is associated with a decrease in viral particle production. However, this col-
lateral efficacy might also increase the amount in intracellular HIV building blocks, manifestation of
infection and multi-integration of viral DNA, especially in long-lived cells.

Resistance. Most NNRTI resistance mutations are located in the hydrophobic core of the NNRTI
pocket, impairing the stability of NNRTIs in the pocket [3, 366]. Another way of inducing resistance
to NNRTIs is by limiting NNRTI entry into the pocket by altering ”surface” residues. Resistance to
bulkier NNRTIs, such as delavirdine can occur through modification of peripheral aminoacids that
form contacts with the NNRTI. Second generation NNRTIs, such as efavirenz and etravirine, have
been specifically designed to be less prone to first generation NNRTI resistance mutations. This has
been achieved by allowing the novel NNRTIs to rearrange within the binding pocket. Efavirenz and
etravirine can bind the NNRTI binding pocket in different conformations, thus conferring residual
inhibition of RT that is resistant to first generation NNRTIs [366].

Although HIV-2 RT shows significant amino acid sequence homology to HIV-1 RT, most NNRTIs
are completely inactive against HIV-2 [345]. This lack of activity is primarily due to amino acid
residues in HIV-2 RT which prevent the drugs from binding [367].

3.5.3 Integration Inhibitors: InI

Although HIV-1 integrase is known to influence several stages of the HIV-1 replication cycle, including
reverse transcription, integration, and viral assembly [368], the enzyme’s primary role is in integration,
the process wherein the viral DNA is irreversibly inserted into the cellular DNA of the host. Integrase
is required for each of the three events critical for integration: assembly with the viral DNA, 3’ pro-
cessing, and strand transfer (see fig. 2.4). In the context of HIV-1 replication, these events proceed in
a stepwise manner, with the rate-limiting event being strand transfer.

Integration is absolutely required to stably maintain the viral DNA in the infected cell. In bi-
ological systems, blocking integration allows the viral DNA to be metabolized by cellular enzymes.
Therefore, within the viral life cycle, InI provide the last chance of a cell to fend-off irreversible infec-
tion through genome integration. The targeted process (integration) occurs intracellular, or even in
the nucleus of the cell.

Integrase inhibitors were initially identified by random chemical library screening at Merck [369,
370]. Integrase inhibitors bind to the catalytic site of the integrase enzyme [371]. They consist of two



3.5. ANTIVIRALS 43

domains: (i) the enzyme-binding domain and (ii) the catalytic triad-binding domain. The enzyme
binding domain facilitates and potentially stabilizes inhibitor binding to the integrase enzyme, thereby
allowing the catalytic triad domain to be presented to the catalytic triad [372]. Unlike competitive
inhibitors that compete for substrate binding, integrase inhibitors are catalytic inhibitors. Accumu-
lating evidence suggests that integrase inhibitors sequester metal ions from the active site and thereby
inhibit enzymatic catalysis [370,373–378]. Metal ions are crucial for integrase catalysis, because they
provide the positive charge necessary to bind the negatively charged DNA.

Integrase inhibitors only bind with high affinity to integrase when the enzyme is in a specific
complex with viral DNA [379]. The inhibitor-bound complex is not competent to bind the cellular
or target DNA substrate (because the metal ion for DNA binding are missing), and the net result is
selective inhibition of strand transfer.

Although most of the unintegrated viral DNA may be degraded, alternate metabolic pathways
involving recombination- and repair produce circular DNA by-products (see fig. 3.6). The net result
of either process is an irreversible block of HIV-1 replication. Circular DNA has become a defining
feature of integrase strand transfer inhibitors, but was first noted with integration-defective viruses
containing mutations in the integrase coding region [380,381].

As integrase inhibitors bind only to the enzyme in complex with viral DNA [377,379], they are not
involved until several hours after infection, when the process of reverse transcription is complete.

Figure 3.6: Mode of action of integrase (strand-transfer) inhibitors and mechanism of by-product synthesis

Raltegravir has been approved by the FDA in late 2007 as the first integrase inhibitor [382] (see
table 3.1). It is mainly metabolized by glucoronidation and has thus little potential for drug-drug
interaction with most of the approved anti-HIV drugs. Raltegravir has a moderate halflife of ≈ 9h
and is recommended for twice daily dosing [383]. Little is known about the mechanism of resistance
to raltegravir at this stage.

3.5.4 Protease Inhibitors: PI

HIV protease is an aspartyl-protease, that consists of two non-covalently bound identical subunits.
The enzyme cleaves the Gag and Gag-Pol polyproteins of HIV at ten distinct sites (see fig. 2.6) and
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is necessary for the maturation of the viral particles.

The importance of viral encoded protease was established around 1990 in in vitro studies that
showed that the substitution or removal of amino acids in the HIV protease, by mutations- or dele-
tions in the protease gene, eliminated the function of the HIV protease and resulted in the formation
of non-infectious HIV particles [384, 385]. Further in vitro studies demonstrated that synthetic com-
pounds could inhibit the HIV protease with similar results [386,387]. Subsequently, HIV protease was
targeted for pharmaceutical intervention.

Initial lead compounds for HIV-1 protease inhibitors were found within the pharmaceutical compa-
nies’ libraries, which had been developed for another pharmaceutically interesting aspartyl protease,
renin [388]. HIV protease cleaves amino acid sequences in Gag and Gag-Pol precursors (phenylalanine-
proline and tyrosine-proline bonds), which are unusual sites of attack for mammalian aspartic proteases
as well as other proteases [389]. The initial lead compounds, knowledge of the cleavage site sequences,
a known catalytic mechanism and the ability to readily crystallize the protease with a bound inhibitor
provided all the tools necessary for this successful and ongoing drug development effort [390].

In the life cycle of HIV, PIs prevent the production of infectious HIV, through suppression of
Gag and Gag-Pol cleavage which inhibits the maturation of nascent HIV virions [391]. To be active
against the HIV protease, PIs have to be located intracellularly, although the pharmacological effect
is probably partly exerted in virions which have already been released from the cell [386].

Currently, there are nine protease inhibitors approved for treatment of HIV-1 infection (see ta-
ble 3.1). Seven of these inhibitors (except Tipranavir and Darunavir) are peptido-mimetics [392],
containing a variety of non-cleavable dipeptide analogues as core components. Peptido-mimetics are
structurally similar to the intermediate that forms during cleavage of the targeted peptide bond of
the natural substrate [392].

Effect. All available PIs act by binding to the catalytic site of the HIV protease and inhibit
proteolytic processing of the natural substrate [393, 394]. The compounds mimic the transition state
of substrate cleavage: PIs arrest the enzyme in a specific conformation, that is normally only tran-
siently occupied to enable cleavage and is abandoned once cleavage has been accomplished. Although
chemically different, many of the PIs have very closely overlapping structures and interactions, since
they all target the same mechanism [388].

PIs are active against HIV-1 and -2 protease, but are inactive or weakly active against human
aspartic proteases.

Development & Evolution of PIs. Saquinavir (SQV), ritonavir (RTV), indinavir (IDV), nel-
finavir (NFV) and amprenavir (APV) are first generation PIs. Despite the success with these first
generation PIs [393], early protease inhibitors have low bioavailabilities (4 % for SQV), short halflifes
(range: 1.8 –5 h [393]) and very high plasma protein binding (see fig. 5.9). These pharmacokinetic
characteristics lead to extremely high doses (≥ 2000[mg] for e.g. SQV and IDV) and inconvenient
dosing schedules (every 8 hours), resulting in collateral toxicity and poor adherence. Furthermore,
there are dietary restrictions with some of the initial protease inhibitors and they have generally a
low barrier to resistance (e.g [395–398]).

In the race to develop HIV-1 protease inhibitors, competing laboratories would co-crystallize com-
pounds that their competitors patented in order to figure out alternative chemical scaffolds that
would preserve the same contacts, but with better pharmacokinetics and bioavailability [388]. These
efforts resulted in some of the second generation PIs (lopinavir (LPV), atazanavir (ATV), fosam-
prenavir (FPV)) that were mainly developed to overcome some of the pharmacokinetic issues of the
first generation of PIs. Lopinavir has been co-formulated (LPV/RTV, discussed later) to improve the
bioavailability, halflife and cellular penetration of LPV. FPV is a water-soluble prodrug of APV that
has improved pharmacokinetics and no dietary restrictions. ATV has a very long halflife, allowing for
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once daily dosing. It has been shown [399], that ATV has a distinct resistance profile relative to other
PIs, with susceptibility maintained against 86% of isolates resistant to 1–2 PIs.

Third Generation PIs (tipranavir (TPV), and darunavir (DRV)) have been designed to further
increase the genetic barrier to resistance and to maintain activity against other PI resistant strains.

In contrast to the previously approved PIs that are classified as peptido–mimetics, TPV was the
first non-peptidic PI. In vitro studies demonstrated potent inhibition by TPV against clinical isolates
resistant to multiple PIs. The molecular flexibility of TPV allows it to fit into the active site of
protease, that has become resistant to other PIs [400,401]. Phase II clinical trials have shown that as
many as 16–20 mutations, including at least three PI resistance-associated mutations are needed to
confer decreased susceptibility [400].

DRV is the second non-peptidic PI that has structural similarity to amprenavir [402]. DRV pre-
serves its activity against protease by extremely tight binding to the enzymatic pocket [403]. The
dissociative half-life of DRV is significantly greater and binding affinity of DRV is > 2 orders of mag-
nitude higher vs. other PIs [404].

Pharmacokinetics and Potential Drug-Drug Interactions. Differences in the pharmacoki-
netic characteristics of PIs between patients are large [405] and are attributed to variability in binding
proteins and polymorphisms in metabolizing enzymes and drug transporters.

The penetration of protease inhibitors into the central nervous system and testis is considered to
be low [406], with only indinavir penetrating the blood–brain and blood-testis barrier in therapeutic
concentrations [407–411].

Most protease inhibitors are metabolized, transported and bound by the same enzymes: (i) All
PIs are metabolized with very high affinity by cytochrome (CYP) P–450 enzymes, mainly the 3A4
isoform [412–414]. CYP3A4 is present in the small intestine and contributes to the poor bioavailabil-
ity of PIs, especially saquinavir [412]. Hepatic CYP3A4 contributes to the rapid elimination of PIs,
but also displays significant inter-individual variability, which has been shown to be accentuated in
HIV-infected patients.

(ii) Most PIs are also substrates of the P-glycoprotein (P-gp) efflux transporter system [415–419].
P-gp is an ATP-dependent drug-transporter located in the plasma membrane on the luminal (apical)
side of various types of cells e.g. enterocytes, hepatocytes, renal tubular cells and the endothelial cells
of the blood-testis and blood-brain barrier, but also CD4+ cells [420,421]. P-gp serves as a protective
mechanism (efflux pump) against various compounds which the human body is exposed to, promoting
intestinal, hepatobiliary and renal excretion of foreign compounds and preventing exposure of the
testis and brain [422,423].

Efflux by P-gp transporters is likely to be the main cause of poor blood-brain barrier penetration
of most PIs [406]. The co-ordinated effect of CYP3A4 and P-gp has been shown to further enhance
the removal of drugs that are substrates of both enzymes [424,425].

(iii) All PIs except indinavir (61%) are highly protein-bound (see fig. 5.9) [405]. Plasma protein
binding is primarily to α1–acid glycoprotein, which occurs in low concentrations (concentration range:
15-170 mg/dl, median 79 mg/dl [426]).

As a consequence of the overlapping metabolism, transport and binding of PIs, the pharmacoki-
netic drug-drug interaction potential with PIs is considerable. Apart from being substrates for CYP
isozymes, all PIs have effects on cytochrome P-450 enzymes, by acting as P–450 inhibitors or –inducers
(see fig. 3.7). PIs, that are inhibitors of CYP3A4, exert mechanism-based inhibition, which involves
inactivation of the enzyme by tight and irreversible binding of reactive metabolites that are formed
as a result of the metabolism [427–431] (during longer eposure, RTV, NFV, APV and LPV can also
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induce CYP3A4 [432, 433]). In in vitro studies, it has been shown that PIs are also P-glycoprotein
inhibitors [416, 434, 435] (after prolonged exposure RTV, NFV, APV, LPV and ATV can also induce
P-glycoprotein [420,436,437]). Ritonavir was shown to be the most potent inhibitor of CYP3A4 [413]
and P-gp transport [417,438–441].

Pharmacokinetic boosting. Most PIs have unfavorable pharmacokinetics, in terms of rapid
elimination from the body. The rapid elimination of most PIs is contributed to CYP3A4 mediated
metabolism and P-gp mediated efflux. Therefore, both the low bioavailability and the short halflife
of PIs can be overcome by inactivating one- or both enzymes [442].

Because RTV is the most potent inhibitor of CYP3A4 and P-gp, the paradigm of PI-based ther-
apies changed from using RTV as a single PI to ”boosting” of other PIs with RTV to increase their
halflifes and bioavailabilities [443]. By using RTV in low non-therapeutic doses (low-dose, 50-200 mg
once or twice-a-day), it is possible to improve the pharmacokinetics of co-administered PIs, primarily
by inhibition of intestinal- and hepatic CYP3A4 and P-gp [444,445]. ”Ritonavir-boosting” has become
the standard and maintains prolonged blood levels of the boosted PI, increases potency, decreases the
required dosage, and minimizes PI side effects. In a similar fashion, RTV-boosting impacts the dosing
requirements of other classes of antiviral agents, including the CCR5 co-receptor antagonist, Maravi-
roc.

Figure 3.7: Impact of antivirals on CYP-P450 enzymes. Abbreviations: RTV = ritonavir, NFV = nelfinavir, IDV =
indinavir, APV = amprenavir, SQV = saquinavir; EFV = efavirenz, NVP = nevirapine, DLV = delavirdine. Figure
from [446].

Resistance. Nearly 70% of the 99 residues in HIV-1 protease are known to mutate [447–450]. The
residues that are conserved appear to be primarily for enzymatic activity, or structural reasons (at
the dimer interface, or for preserving flexibility) [388]. The extensiveness of the mutational patterns
in both the enzyme and the substrates indicates that this is a very adaptable target.

Since all protease inhibitors are competitive active site inhibitors with the substrates, it is some-
what un-intuitive that resistance occurs without impacting substrate recognition. By comparing the
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crystal structures of the substrate complexes with the crystal structures of the inhibitor complexes,
it was found [451] that the inhibitors protrude from the ”substrate envelope” at specific locations.
The positions at which each inhibitor protrude away from the substrates and contact HIV-1 protease
correspond very closely with the site of drug resistant mutations [452]. In fact, inhibitors that fit more
tightly within the substrate envelope have a higher threshold for drug resistance [451].

Although some specific protease mutation sites are considered primary drug-resistant mutations,
they usually occur in complex interdependent combinations with many other sites throughout the
enzyme. In general, initial single amino acid mutations yield only a slight change (by less than a
factor of 5) in drug sensitivity [453–456]. However, secondary mutations can lead to high-level drug
resistance. Unlike the initial mutations, the secondary mutations overlap between different protease
inhibitors [397, 457]. Prolonged treatment with one protease inhibitor can result in the emergence
of virus with both primary- and secondary resistance mutations and might thus eliminate further PI
treatment options.

Side-Effects. Protease inhibitors cause severe side-effects of which the mechanistic reasons are
poorly understood. Lipodystrophy is one of the most common long-term class-wide toxicity of
PIs [393]. Lipodystrophy is a fat redistribution with accumulation of neck and abdominal fat and
is usually associated with loss of facial, buttocks, and extremity fat. It is resistant to treatment, often
not reducing even with discontinuation of the offending agent. Some patients become unrecognizable
from their pretreatment body habitus and facial features [458].

3.5.5 Investigational Drugs

Genome editing approaches. The finding that failure to express CCR5 is well-tolerated in indi-
viduals with this mutation, might allow the exploitation of modes of action on this target, that are
not allosteric. This has led to the engagement in e.g. genome editing approaches. The compound SB-
728-T of Sangamo BioSciences is a novel zinc-finger DNA-binding nuclease that permanently disrupts
the CCR5 gene in CD4+ T cells [459]. It has recently been approved for clinical phase I trials by
the FDA [460]. While the virus eventually develops resistance to small molecules, this strategy aims
to disrupt CCR5 viral entry permanently by modifying CD4+ T cells. A recent publication [461],
reporting that an HIV-infected patient treated with bone marrow from a CCR5-deficient donor had
undetectable viral loads 20 months after transplantation, lends support to the notion that CCR5
depleted T cells may offer long-term protection against infection.

CXCR4 antagonists. Unlike CCR5, individuals with a natural loss of CXCR4 have not been
identified yet. In mice, loss of natural CXCR4 function has been shown to be developmentally lethal,
producing haematopoiesis and developmental defects in the cerebellum, heart and gastrointestinal
tract [462–464]. Therefore, the freedom in the design of a CXCR4 modulator is far more restricted
than for CCR5. In particular, CXCR4 modulators must be allosteric and permissive, blocking the
function of this receptor as a mediator of X4 HIV virus entry (pathological effect) while preserving
natural chemokine function [265].

CXCR4 antagonists have demonstrated anti-HIV activity in small clinical studies, although changes
in the plasma concentration of CXCR4-tropic viruses have been inconsistent, with some subjects hav-
ing no measurable response [465,466].

Mutagenic nucleoside analogues. The high error rate of RT also has a detrimental effect on
the virus. Most of the HIV virus particles found in infected blood are nonviable, most likely due to
an accumulation of debilitating mutations. It has been proposed that the mutation rate could be
artificially increased by the introduction of a mutagenic nucleoside [467, 468]. Mutagenic nucleotides
are nucleotide analogs that incorporate randomly into HIV and pair with multiple bases. The increase
in the mutation rate would lead the viral population to cross the threshold for error catastrophe and
ablate the viral population as a whole [469].
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The novel compound KP-1461 is the oral prodrug of the cytidine analogue KP-1212 [470]. KP-
1212 is metabolized to a triphosphate and incorporated into the HIV-1 genome by RT. The drug is
similarly incorporated into human mitochondrial DNA polymerase. The active substance KP-1212
has been shown to inhibit antiviral activity in tissues after just one pass; accumulation has been shown
to eradicate the virus entirely. HIV strains treated with KP-1212 also showed increased sensitivity to
NRTIs [470]. So far no toxicities have been reported, however, the nature of the mutagenicity raises
concerns whether the drug might have long term genotoxic/cancerogenic effects in humans [243]

Maturation inhibitors Maturation Inhibitors (MI) inhibit maturation of nascent HIV virions,
but unlike PIs they target the substrate of PR [214]. The processing of Gag is a highly ordered cascade
of cleavages (see fig. 2.6), governed by differences in the inherent processing rates at each cleavage
site [222,471]. The ordered processing suggests that a regulated cleavage cascade is needed for proper
virion maturation and infectivity; mutations that either abrogate or alter the rate of cleavage of HIV
Gag lead to the formation of aberrant, non-infectious particles [224, 472]. The slowest and last of
the cleavages occurs within p25 between CA and the spacer peptide, p2 (see fig. 2.6). Maturation
inhibitors shield the CA and the spacer peptide (p2) cleavage site [214], thus preventing the formation
of a mature capsid and rendering the virus uninfective.

This unique specificity results in activity against PI-resistant HIV-1, while MI-resistant HIV-1
shows no cross-resistance with PIs.

The compound bevirimat of Panacos Pharmaceuticals showed very promising results and is cur-
rently in phase II clinical trials.

Virus Induction Therapy It is known that HIV infects cells (resting/quiescent T-cells) with a
halflife of month or years [255, 473]. These cells, which originate from post-integration latency might
get activated upon an external stimulus and start to produce virus. The decay of this reservoir is very
slow and estimates for its eradication range from 8 [473] to 60 years [257].

Novel therapeutical strategies are under investigation to eliminate the reservoir of latently infected
cells by viral induction therapy (see e.g. [474–477], summarized in [189]). Immune activation therapy
aims at driving resting CD4+ T cells out of latency.

Valproic acid (VPA) has been developed by Abbott Laboratories for viral induction therapy and
is undergoing phase II clinical studies. VPA is a known chemical compound that has found clinical
use as a spasm releasing- and mood-stabilizing drug, primarily in the treatment of epilepsy, bipolar
disorder, migraine, schizophrenia and less commonly major depression. Valproic acid is a histone
de-acetylase inhibitor and might therefore activate latently infected cells, if the main cause for latency
is a restricting chromatin structure.

Results from clinical phase I studies have shown a reduction in latently infected CD4+ T-cells in
a subgroup of the patients [478]. The mechanistic reasons are unclear why VPA is successful in some
patients and not in others. However, elimination of the latent reservoir can only be successful in com-
bination with a potent antiviral regimen that prevents replenishment of the latent reservoir [479,480],
which has been strongly violated in some unsuccessful trials [481].

Biological Response Modifier. The compound Ampligen (Poly(I)-poly(C12U)) from Hemi-
spherx Biopharma is an immunomodulatory double stranded RNA drug, that has completed clinical
phase II trials. It induces human immune defenses against viruses and tumors by stimulating inter-
feron production. Cells normally encounter double-stranded RNA molecules like Ampligen during
infection with RNA viruses. The Toll-like receptor 3 (TLR3) on the cell surface detects pathogens,
long before adaptive immunity can intervene against foreign invaders. This response therefore serves
as a first line of immunological defense against a broad range of pathogens [482]. When TLR3 senses
a double stranded RNA, it releases a message to the cell to produce interferon. Interferon alerts other
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cells that an infection is present and produces a series of responses in nearby cells and the interferon-
producing cell. One response is the stimulation of the RNase L (Ribonuclease, latent). This protein
degrades viral RNA and can thus fend–off viral infection, or production of viral mRNA. RNase L can
also degrade the cell’s own RNA, leading to the apoptosis of virally compromised cells.

In clinical trials Ampligen was shown to be synergistic with most antivirals [483].

3.6 Summary and Perspective

Currently, the main goal in HIV treatment is to reduce AIDS-related morbidity. The goal of HIV erad-
ication is currently not envisaged, because HIV seems to persist in long-lived reservoirs that prevent
eradication. Treatment success is defined in terms of plasma viral load suppression and virological
failure is defined in terms of not achieving one the endpoints. However, durable suppression of the
virus is commonly not achieved, as a result of resistance development. The mutagenicity of HIV can
lead to drug-class wide resistance. Drug resistance to established drugs is the driving principle behind
the ongoing development of anti-HIV compounds. To overcome cross-resistance, new viral targets are
being explored and established ones are targeted with novel mechanisms. Overall, HIV drug develop-
ment is continuing and dynamic.

In this section, we have provided a comprehensive overview of all approved anti-HIV drugs. Each
drug-class has its inherent advantages and disadvantages. FIs and CCR5-antagonists, for example,
have the advantage that they exert their effect in the blood plasma. However, the target of FIs is
only transiently exposed. CCR5-antagonists are only active against CCR5-tropic virus and have a
unfavorable drug-target stoichiometry. NRTIs require intracellular activation, however, each molecule
has many opportunities to interfere with the process of reverse transcription. NRTIs cause severe
side-effects, leading to a narrow therapeutic window. NNRTI have very favorable characteristics in
terms of pharmacokinetics and low toxicities. However, pharmacokinetic interactions with PIs limit
their combined use. Furthermore, they have a small barrier to class-wide resistance. InIs target the
last remaining enzyme of HIV. Little is known at this stage about toxicities or general barriers to
resistance. However, in clinical trials, InIs produced a unique (rapid) viral decay (e.g. [484]), which
has been subject to controversial discussion. PIs are very promising and potent inhibitors of HIV.
They have an enormous drug-drug interactions potential, and generally poor pharmacokinetics, that
can partly be overcome by co-formulation with ritonavir (RTV). A severe side-effect that is connected
with the prolonged use of PIs is the development of lipodystrophy.

Drug-class wide resistance in a growing population of treatment-experienced patients has urged
the regulatory agencies to make drug resistance data become an integral part of the approval process
of a novel compound [485]. In this context, an antiviral with a novel resistance profile can become
a life-saving entity that will be granted a priority review and an accelerated approval [485]. As
a consequence, HIV drug development moves into a direction where the uniqueness of the drug’s
resistance pathway becomes a key criteria. Therefore, as already observed in recent years, novel drug
targets will be explored and established targets will be targeted in a way that results in minimal
overlap with existing drugs, in terms of resistance development. These efforts result in a growing
repertoire of antivirals with orthogonal resistance profiles. While these efforts are primarily followed
with the aim of treating (treatment-) experienced patients, we will in the next section make use of
these recent developments in order to increase the likelihood of achieving treatment success.
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3.7 Glossary: Basic Pharmacokinetic Terms

bioavailability: denotes the fraction of the dose that reaches the systemic (blood) circulation after
oral administration.
halflife: the time when the drug concentration is halved in the blood plasma (assumes linear elimi-
nation).
plasma binding: Some fraction of the circulating drug might be bound to blood (plasma) proteins.
Only the unbound fraction of the drug is available for penetration into cells, or for exerting effect.
The most important blood (plasma) proteins are α1-acidic glycoprotein and albumin. Albumin con-
centrations are very high (≈ 600 [µM]), while α1-acidic glycoprotein concentrations are much lower
(≈ 70 [µM]).
metabolism: Drugs are usually chemically modified by cellular enzymes to enable their excretion.
Chemical modification usually also inactivates the drugs. The cytochrome P450 (CYP) -superfamily
of enzymes catabolizes a broad spectrum of drugs (for HIV: PIs, NNRTIs, CCR5-A). CYPs are mainly
located in the liver, but also in the intestine. The family of UDP-glucuronosyltransferases catabolize
many drugs by glucuronidation (for HIV: NRTIs, the InI raltegravir). These enzymes are located
mainly in the liver, but also the heart, kidneys, adrenal gland, spleen, and thymus.
transport: Cells express many transporters on their cellular membrane. Some of these transporters,
like the P-glycoprotein (P-gp) are efflux transporters with a broad substrate spectrum, that aim at
shielding body compartments from potential toxigens. These transporters are specifically expressed in
the blood-brain-barrier and the blood-testis-barrier and at the apical membrane of the gut wall. P-gp
are important for shuttling lipophilic substances (like, e.g. PIs) out of the cell. Nucleosides cannot
pass into cells by passive diffusion, because they are too hydrophilic. The cell provides a number of
transporters that can shuttle nucleosides. The family of concentrative nucleoside transporters (CNT)
in- or effluxes nucleosides from the cell. Equilibrative nucleoside transporters (ENT) aim at eliminat-
ing the concentration gradient between the extra- and the intracellular space of the cell. CNTs and
ENTs are required for NRTIs to enter cells.
BBB, BTS: The vascular epithelium is usually fenestrated, allowing small molecules and nutrients
to pass from the blood to the extracellular space of tissues. However, this is not the case in the brain
and the testis. These two tissues are especially protected by a solid vascular epithelium (the blood-
brain-barrier BBB and the blood-testis-barrier BTB), that contains many transporters that strictly
regulate which substances can pass into the tissue. Because of the selectivity of traffic into the brain
and testis, they are likely to be sanctuary sites for pharmaceutics.
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Chapter 4

HIV dynamics, Mutation and
Impact of Drug treatment

I f a patient with chronic HIV infection (asymptomatic stage) is repeatedly sampled and the viral
load in the blood is measured, the viral load generally remains unchanged (see e.g. fig. 1.1). This

could suggest that the rate of HIV replication is very slow. However, during studies with first protease
inhibitors, the plasma level of HIV-1 RNA was observed to drop by one to two orders of magnitude
during the first 2 weeks of therapy [11, 13, 486]. Since the levels of virus remain constant [487] in
patients with chronic viral infection, the body must be producing and clearing virus at the same rate.
This, as well as earlier observations, indicated that the virus might be replicating rapidly. However, in
order to gain information on rates of viral production and clearance, the system has to be perturbed.
For example, if virus production is fully blocked, then the viral load will fall and the rate at which it
falls is the viral clearance rate. If production is not fully blocked, then the rate of viral-load decline
will depend not only on the virion-clearance rate, but also on the rate of death of virus-producing
cells and the efficacy of the drug being used to block viral production [488]. By fitting the kinetics of
viral decay to mathematical models, the kinetic parameters governing viral infection and cell death
can be revealed (see e.g. [11]). In this context, models were developed, that quantitatively describe
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virus dynamics and improve our understanding of the timescales of virus dynamics.
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4.1 Basic Viral Dynamics Models

The basic HIV-model considers a set of cells susceptible to infection, TU , which, through interactions
with virus, V, become infected (rate βT). Infected cells, T∗, are each assumed to produce new virus
particles at a constant average rate NT∗ and to die at rate δT∗ per cell. In HIV infection, death
might involve viral cytopathic effects or immune-mediated cellular destruction. Newly produced virus
particles, V, can either infect new cells or be cleared from the body at rate CL per virion. This most
simple model is shown in fig. 4.1 (left). The corresponding differential equations are shown below.

d

dt
TU = λTU − βT ·V · TU− TU · δTU

d

dt
T∗ = βT ·V · TU− T∗ · δT∗ (4.1)

d

dt
V = NT∗ · T∗ −V · CL,

where λTU and δTU are the production and death rate of healthy susceptible cells [489].

In the presence of a 100% effective protease inhibitor, infectious virus production is inhibited
(NT∗ = 0), and infectious virus should decay exponentially with slope CL. Measuring the rate of
loss of viral infectivity was used by Perelson et al. [488] (see fig. 4.1, B) to determine CL. In some
patients, infectivity decayed too rapidly to quantify. Therefore, another approach, called ’apheresis’
(fig. 4.1, A) was used to estimate CL in the blood plasma [490]. This approach confirmed that HIV
was cleared rapidly, with an average value of 23 per day [490].

The parameter estimates made in [488, 490] suggest that a minimum of 1010 virions is produced
daily [488].

In [491] it was shown that not all six parameters in the model can be identified if only the viral
load is measured. Instead only four parameters and the product of two parameters (NT∗ and λTU)
are identifiable. However, utilizing known initial values of the unobservable state variables can help
to identify more parameters [491].

When three or more drugs are given to HIV-infected patients, plasma virus decays with an initial
rapid exponential decline (first phase), followed by a slower exponential decline (second phase) that
leads to the virus falling below levels of detection (see eg. fig. 1.4). To interpret the two-phase decline,
a new model was introduced [12], which postulated that the second phase was due to sources of HIV-1
not included in the basic model (see fig. 4.1, right).

d

dt
TU = λTU − βT ·V · TU− TU · δTU

d

dt
T∗ = βT ·V · TU− T∗ · δT∗

d

dt
MU = λMU − βM ·V ·MU−MU · δMU (4.2)

d

dt
M∗ = βM ·V ·MU−M∗ · δM∗

d

dt
V = NT∗ · T∗ +NM∗ ·M∗ −V · CL

where λMU, δMU and βM are the production-, death- and infection rates of healthy M-cells and NM∗ is
the rate of virus production from M∗ cells. Candidates were a longer-lived population of productively
infected cells (e.g. infected macrophages), while the initial rapid decay was attributed to infected,
activated T-cells.
A weakness of all the presented models so far (eqs. (4.1)-(4.3)) is the assumption that drugs block a
viral process by 100 %. For example, when the virus clearance CL was estimated [11], it was assumed
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that the protease inhibitors completely blocks the production of new virus. Drug concentrations,
however, fluctuate and drugs distribute heterogeneously into different body compartments. There-
fore, more elaborated models of drug efficacy are needed to elucidate the trade-off between residual
replication under treatment and actual viral clearance by the immune system. We will present some
approaches in section 4.2.1 and in part III.
Another point to consider is, that even if an inhibitor is 100 % effective against the wildtype virus, a
resistant mutant will, after some time, be selected from the virus population, rendering the efficacy of
the drug and altering the viral decay. This emphasizes, that viral mutation also has to be considered,
in order to temporally resolve the decay characteristics of the virus.
On a) short time scales, however, if the b) majority of the virus is susceptible to the drug and the c)
efficacy of the drug is close to 100 %, parameter estimations from simplified models such as eqs. (4.1)-
(4.2) might be close to the the actual removal rates of virus and -infected compartments. On longer
time scales, it can be expected that resistance development and residual influx from pharmacological
sanctuaries alters the observed viral decay, even if the drugs were 100 % effective against the wildtype
in the majority of HIV compartments. Therefore, estimates on second- and third phase decay of the
virus may contain a lot of factors that are not considered by the models, resulting ultimately in the
underestimation of the decay rates for these phases [11].
Resting CD4+ memory T cells were identified as a long-lived latent reservoir [492], and their mean

A B

C D

Figure 4.2: The three phases of HIV dynamics after treatment. Picture A taken from [27], picture B taken from [11]
and pictures C and D taken from [488]

half-life was estimated in different studies as being as short as 6 months [492] or as long as 43.9
months [257]. Even though these estimates largely diverge, indicating un-identifiability of the de-
cay, it has been shown, that resting CD+-cells constitute an inducible reservoir in HIV-infected pa-
tients [115, 255, 256]. In either event, latently infected cells are decaying extremely slowly, possibly
comprising a third phase of viral decay. However, despite the already mentioned reasons, it is difficult
to accurately determine the decay of this reservoir, because, (i) using standard methods, this decay
is not visible, (ii) data points using ultra-sensitive assays are very prone to errors e.g. [257] and (iii)
current therapy does not seem to be 100% effective [61,492–494]; in which case replenishment of this
reservoir could occur as a result of low-level ongoing replication [495].
Many models, however, consider a pool of latently infected cells and National Institute of Health (NIH)
bases its current treatment guidelines on the existence of this reservoir. In the basic model [11, 496]
(see. eq. 4.3), CD4+ -cells enter an activated- (T∗) or latent stage (L) upon infection with probabili-
ties q1 and q2 respectively. CD4+ cells might also obtain a defective provirus D with probability q3.
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Latently infected cells can become reactivated and turn into virus producing cells T∗ with some rate
α.

d

dt
TU = λTU − βT ·V · TU− TU · δTU

d

dt
T∗ = q1 · βT ·V · TU− T∗ · δT∗ + α · L

d

dt
L = q2 · βT ·V · TU− L · δL − α · L

d

dt
D = q3 · βT ·V · TU−D · δD (4.3)

d

dt
MU = λMU − βM ·V ·MU−MU · δMU

d

dt
M∗ = βM ·V ·MU−M∗ · δM∗

d

dt
V = NT∗ · T∗ +NM∗ ·M∗ −V · CL

Antivirals have an impact on the viral parameters (that is β and N in eq. (4.1)). We will present
models of drug efficacy in section 4.2.1 and part III. However, let us consider the following first: Since
antiviral drugs have an impact on the viral parameters, the ability to model the drug’s effect (mech-
anistically) depends on whether the inhibited process is reflected in the virus model. Eqs. (4.1)-(4.3)
for example are very practical in terms of parameter estimation, however none of these models can
reproduce the effect of e.g. an integrase inhibitor accurately, because the process of integration is
not considered. Furthermore, no distinction can be made between entry inhibitors (FI and CCR5-
antagionists) and reverse transcriptase inhibitors (NRTI and NNRTI), because infection is represented
by a single parameter β. However, entry inhibitors block infection extracellular, before irreversible
fusion, while reverse transcriptase inhibitors alter infection after irreversible fusion (thus contributing
to the clearance of free virus).

As an example, the recent introduction of integrase inhibitors [383] lead to a novel characteristic
viral decay [484]. An analysis based on the established models, e.g eqs. (4.1)-(4.3) lead to wild specu-
lations of how such a decay can be achieved [497] and what decay can be expected in the third phase.
The most simple explanation for the characteristic viral decay with integrase inhibitors, however, can
be achieved by extending the established model (e.g. eq. (4.2)), explicitly incorporating the step of
integration [498, 499]. The observable decay is then explained on the basis of the inhibited stage of
the viral life cycle. In other words: based on the decay of the different types of infected cells (prior to
genomic integration: T1, M1 and after integration: T2, M2).

To study the consequences of drug-class specific interference with the viral life cycle, we will initially
propose a detailed model of host cell and viral dynamics (depicted in fig. 4.3). The detailed model
explicitly accounts for the transitions between the different viral stages that are targeted by currently
approved antiretrovirals and by antiretrovirals that are in late clinical development. In the following
we will mechanistically simplify the detailed model, which allows the parametrization of the model
and preserves the mechanistic detail, by which we model antiviral treatment.

4.2 Detailed Viral Life Cycle Model.

We propose the detailed virus-target cell interaction model depicted in Fig. 4.3 to allow for a mecha-
nistic integration of the action of all anti-retroviral drugs that are approved for HIV treatment or in
late clinical trials.

In summary, an infectious virus VI reversibly binds (with effective rate constants kon and koff) to
a target cell TU, forming a complex VI : TU. After binding, the virus irreversibly fuses (with rate



4.2. DETAILED VIRAL LIFE CYCLE MODEL. 57

constant kfus) with the target cell and the viral capsid containing the viral genomic RNA is released;
this state is denoted by TRNA. During reverse transcription (with effective rate constant krev), genomic
viral RNA is irreversibly transformed into a more stable DNA. Viral DNA and viral proteins form the
pre-integration complex (PIC), denoted by T1. In the next step, viral DNA of the PIC is irreversibly
integrated into the DNA of the target cell, forming the provirus T2. After integration, the infected cell
cannot return to an uninfected stage. From the proviral DNA, viral proteins are amplified and new
viruses are released (with effective rate constant N̂T). Only a given percentage p > 0 of the released
viruses are correctly assembled premature viruses VIM, while the remaining percentage (1 − p) are
defective virions VD. During the final step, the viral protease, which is packed into the virions, is
responsible for the maturation of the virus. A proportion (1 − q) of the released virus maturates
abnormally, contributing to the pool of defective virions VD. Successful maturation eventually leads
to new infectious virus particles VI (with rate constant kmat and probability q).
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Figure 4.3: Highlighting the the distinct steps in the life cycle of HIV and the mechanistic basis of inhibition by
antivirals.

Depending on the stage of the life cycle, the host organism has different abilities to clear the virus.
It was assumed that infectious, premature and non-infectious virions VI, VIM, and VNI, respectively,
are cleared with rate constant CL by the host. The uninfected target cell TU, the TRNA stage and the
early infected stage T1 are assumed to be cleared with rate constant δTU, since none of these stages
express viral proteins, while the provirus T2 is assumed to be cleared with rate constant δT2 ≫ δTU.
In addition to cell death, the target cell may fend-off the viral infection by degrading the viral RNA
or the PIC, rendering the cell uninfected. RNA is very unstable with a half life ranging from seconds
to a maximum of two hours [500,501]. Therefore, through degradation or by hypermutation through
APOBEC3G, the viral RNA can be cleared with rate constant δRNA. The cell might also destroy
essential components of the PIC (with rate constant δPIC) to clear the virus.

The system of ODEs describing the rate of change of the different viral species and target cells in
the detailed model (depicted in Fig. 4.3), is given below. As typically done in kinetic studies, complex
aspects of the viral dynamics are subsumed by lumped parameters in the model. For instance, the
rate constant of the reverse transcription krev contains all the steps necessary to transform the viral
RNA into a double stranded DNA.

The model in fig. 4.3 involves all steps, which are currently targeted by anti-HIV drugs. There-
fore, it allows us to incorporate the action of antiretroviral drugs explicitly. The rate of change in
the detailed model of the viral life cycle is specified by the following system of ordinary differential
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equations (ODEs):

d

dt
TU = λ− konTU ·VI + koff [VI : TU]

+δRNA · TRNA + δPIC · T1 − δTU · TU (4.4)

d

dt
[VI : TU] = konTU ·VI − koff [VI : TU]− kfus[VI : TU] (4.5)

d

dt
TRNA = kfus · [VI : TU]− (δTU + δRNA + krev)TRNA (4.6)

d

dt
T1 = krev · TRNA − (δTU + δPIC + kT)T1 (4.7)

d

dt
T2 = kT · T1 − δT2 · T2 (4.8)

d

dt
VIM = p · N̂T · T2 − (CL + kmat)VIM (4.9)

d

dt
VD = (1− p) · N̂T · T2 + (1− q) · kmat ·VIM − CL ·VNI (4.10)

d

dt
VI = q · kmat ·VIM − CL ·VI − konTU ·VI + koff [VI : TU]. (4.11)

where kfus, rrev, kT and kmat are the fusion-, reverse transcription-, integration- and maturation rates.
The probability p denotes which proportion of the released particle has all building blocks for being
infective. The death rates of uninfected cells, intracellular genomic viral RNA, the pre-integration
complex, infected cells with integrated proviral DNA and free virus are denoted by δTU, δRNA, δPIC,
δT2

and CL respectively. It was assumed that cells, that do not express viral proteins (TRNA, T1) are
cleared at the same rate as uninfected cells. Furthermore, it was assumed that free virus of any kind
is cleared with the same rate CL.

We have simulated infection with HIV, based on the model above (eq. (4.4)-(4.11)). The simula-
tion results are shown in fig. 4.4 (left, starting with λ/δT target cells and 100 viral particles). The
infective compartments arrange according to the parameter choices. Under the parameters chosen,
the infected state is asymptotically stable. The virus load (Vtot = [VI : TU]+VIM+VI+VD) initially
overshoots and then sets to a stable level. The viral load is limited by the availability of target cells
in the model. In fig. 4.4 (right) we show the ratio of total infective virus (VI + [VI : TU])-to-total
virus (Vtot). As the number of target cells decreases, less infectious virus is cleared through the cells
(either by successful, or unsuccessful infection).

The presented model is able to describe infection and the asymptomatic phase of HIV infection.
However, like all other presented models (eqs. (4.1)-(4.3)) is not able to model the evolution of disease,
which involves the final rise in virus load and the decline in CD4+-cells (see fig. 1.1). For the purposes
analyzed here, however, it is sufficient, because we are interested in the effects of drugs on the viral
dynamics and to a lesser extend on the immune system dynamics.

4.2.1 Mechanism of Inhibition of Antivirals

The mechanism of action of the seven drug classes is based on interfering with the viral life cycle at
the different stages. We assume that the effect of a drug on the targeted process is specified by some
parameter ε(t) ∈ [0, 1].

(1− ε) =

(
1 +

C

IC50

)−1

(conc. dependent efficacy) (4.12)

assuming some underlying averaged drug concentration C = Ĉ, see e.g. [20]. It is possible to also
use time-varying drug concentration C = C(t) resulting from some pharmacokinetic model, or to use
more mechanistic effects models [21,145].
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Figure 4.4: Left: Distribution of sub-species after infection. Right: ratio of infective virus-to-total virus (dashed black
line) and abundance of uninfected T-cells (solid blue line). Used parameters: CL = 23, δT = 0.02,N = 1000, kT =
0.35, δPIC = 0.35, λ = 2 · 109,KD = 1000, koff = 106, δRNA = 1440, rfusion = 1440, rRT = 48, rInI = 0.35, rmat = 12,
q = 0.9

The action of the different drug classes within the viral life cycle is shown in Fig. 4.3. CCR5
antagonist inhibit the association of HIV with the CCR5 receptor in CCR5-tropic virus. They thus
affect the association constant kon. Fusion inhibitors inhibit the process of HIV fusion kfus. Activated
NRTIs compete with endogenous deoxynucleoside triphosphates for prolongation of the growing DNA
chain, while NNRTIs allosterically inhibit the function of the reverse transcriptase. The effect of
both drugs results in a reduced rate at which the RNA is reversely transcribed into DNA. Integration
inhibitors affect the integration of viral DNA into the host genome catalytically [370,376–378]. In the
proposed model, this alters the transition rate kT from early infected cells T1 to the lately infected
cells T2. Protease inhibitors interfere with the functionality of the protease enzyme that mediates
the transition of immature virus VIM to infective virus VI. Finally, the novel class of maturation
inhibitors perturb the ordered sequence of cleavages, decreasing the probability q that immature virus
maturates normally, creating abnormally maturated, defective virus VD.

4.2.2 Effect of Antivirals on Different HIV-Subpopulations

We used the detailed virus-target cell interaction model to predict the effect of the different drug
classes on the distinct stages of the viral infection cycle. In order to enable the direct comparison
between the different drug classes, we artificially kept the uninfected target cell TU0 and the infective
virions VI,0 constant, resulting in ’downstream’ quasi-steady state numbers T1,ss, T2,ss, VIM,ss, VI,ss,
and VD,ss. For a given drug (class) and local efficacy ε, the effect of the drug on the infection cycle
was quantified by the four ratios

T1,ss

TU0
,

T2,ss

T1ss

,
VI,ss

VIM,ss
,

VI,ss

VD,ss
(4.13)

in Fig. 4.5. As expected, the drugs perturb the ratios of viral states that encompass their site of action
within the viral life cycle. In the present example (Fig. 4.5), all states that lie downstream of the drugs’
target site are affected, while the states that lie upstream are usually not affected. The exception are
InIs, which increase the abundance of the preceding stage T1 (Fig. 4.5, upper left), despite decreasing
the number of the subsequent infectious stage T2 (Fig. 4.5, lower left). This atypical behavior is due
to the fact, that under the chosen parameters, kT is responsible for ≈ 50% of the observed decay of
T1. Inhibiting kT by InIs will therefore bottleneck the decay of T1.

Interestingly, the effect on the ratios is not always a linear function of drug efficacy. PIs and MIs
show a different behavior (Fig. 4.5, lower right): PIs affect the ratio of infectious-to-defective virions
through decreasing the number of infective virions, while MIs are increasing the number of defective
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Figure 4.5: The illustrations shows how the ratios (linear scale) for HIV subspecies are shifted through treatment
with different drug classes using the detailed model eqs. (4.4)-(4.11) and varying efficacies ε for each drug. Utilized
parameters: CL = 23, δT = 0.02,N = 1000, kT = 0.35, δPIC = 0.35, λ = 2 · 109,KD = 1000, koff = 106, δRNA =
144, rfusion = 144, rRT = 48, rInI = 0.35, rmat = 12, q = 0.9.

virions at the same time.

The detailed structural model contains parameters that are difficult to measure and currently not
available. We therefore lump parts of the model based on quasi steady state assumptions to obtain
a parameterizable model of viral and host cell dynamics. Using this technique, it is still possible to
incorporate the effect of HIV antivirals mechanistically.

4.2.3 Mechanistic Parameter Lumping

Utilizing the detailed model eqs. (4.4)-(4.11) and under the reasonable assumption that koff >> kfus,
we get

[VI : TU]

TU ·VI
=

1

KD
(4.14)

from eq. 4.5, where KD = koff

kon
. Applying the quasi-steady state assumption to TRNA yields

TRNA

[VI : TU]
=

kfus
krev + δRNA

, (4.15)

where we exploited that δRNA ≫ δTU. We can now determine the effective infection rate by parame-
terizing the rate of new infections krev · TRNA in terms of TU ·VI. Using the above relationsships we
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obtain

krevTRNA = krev
TRNA

[VI : TU]
· [VI : TU]

TU ·VI
· TU ·VI (4.16)

=
kfus
KD
· krev
krev + δRNA︸ ︷︷ ︸

β

·TU ·VI. (4.17)

The parameter β describes the overall (lumped) basic infection rate up to the early infectious stage
T1. Since we want to eliminate the two intermediate stages [VI : TU] and TRNA, we also have to
take into account the clearance of viral particles associated with these stages. Aiming at a lumped
clearance in terms of VI · TU we exploit eqs. (4.14) and (4.15) to obtain

CLT ·VI · TU = (δTU + δRNA)TRNA

=

(
kfus
KD
· δRNA

krev + δRNA

)
·VI · TU

=

(
β · krev + δRNA

krev
− β

)
·VI · TU (4.18)

where we have assumed that δTU ≪ δRNA. In most models, this term is not explicitly considered, but
rather modelled as part of the overall constant viral clearance CL , thus ignoring the possible impact
of unsuccessful infection on viral clearance.

Let us define the probability ρrev,ϕ that reverse transcription is successfully finished in the absence
of drugs:

ρrev,ϕ =
krev

krev + δRNA
, (4.19)

where we again used δTU ≪ δRNA. Then eq, (4.18) becomes

CLT =

(
β

ρrev,ϕ
− β

)
. (4.20)

Along the same lines, we eliminate VIM by assuming quasi-steady state conditions for the viral stage
in eq. (4.9)

VIM = p · N̂T

CL + kMat
T2. (4.21)

Then the amount of maturated, released virions q · kmat ·VIM in terms of T2 is given by

q · kmatVIM = q · p · kmat

CL + kmat
· N̂T︸ ︷︷ ︸

NT

·T2. (4.22)

This term can now be used to replace VIM in eqs. (4.9)-(??). Finally we subsume the non-infectious
virus VNI = VIM +VD.



62 CHAPTER 4. HIV DYNAMICS, MUTATION AND IMPACT OF DRUG TREATMENT

4.2.4 Lumped Model

Applying the lumping process, the simplified model is defined by the following system of ODEs:

d

dt
TU = λT +T1 · δPIC − TU · δTU − β ·VI · TU

d

dt
T1 = β ·VI · TU− T1 (δT1 + δPIC + kT)

d

dt
T2 = T1 · kT − T2 · δT2 (4.23)

d

dt
VI = NT · T2 −VI·

(
CL + (CLT + β) · TU

)
d

dt
VNI = T2·

(
N̂T −NT

)
−VNI · CL (4.24)

This model can now be extended for, e.g., macrophages or mutational dynamics to derive the model
in Fig. 4.7.

4.2.5 Parameters

The novel parameter kT can be derived by combining information from the literature [96, 156] with
our model. Zhou et al. [96] have measured the decay of the pre-integration complex and estimated a
halflife of 2 days (δPIC = 0.35[1/day]). This value was later confirmed by [156]. Furthermore, Zhou
et al. [96] stated that approximately 50% of viral PICs undergo degradation in infected cells after
infection. Therefore, the fraction of successful integration ρintegr. is also approximately 50%. From
our model, we derive

kT
kT + δPIC + δTU

= ρintegr. ≈ 0.5. (4.25)

Assuming δPIC ≫ δTU, we finally obtain kT = 0.35 [1/day].
Values for ρrev,ϕ range from 15% [502] to 50% [96]. The parameter kmat has been reported to be in the
range of 12 [1/day] [222]. If we initially set q = p = 1, and assume that infected cells, which do not
express viral proteins, are cleared at the same rate as uninfected cells (δT1 = δTU), then the remaining

number of unknown parameters (β, N̂, λ, δTU, δT2 ,CL) is the same as in the standard models [12].

4.2.6 Effect of Compounds on Lumped Parameters

In the following we will denote the local effects of compounds on the targeted processes in the detailed
model by ε, while effects of drugs on lumped parameters in the simplified model (fig. 4.7) will be
denoted by η.

Entry inhibitors and RTIs. We have determined the basic infection rate constant β in eq. (4.17).
Locally, CCR5 inhibitors, FI and RTIs inhibit binding kon, fusion kfus and reverse transcription krev.
The rate of successful infection βCCR5,FI,RTI in the presence of inhibitors by is given by:

βCCR5,FI,RTI = (1− εFI) · (1− εCCR5) ·
kfus
KD
· (1− εRTI) · krev
(1− εRTI) · krev + δRNA

,

where (1− ε) ∈ [0, 1] denotes the residual activity of the targeted processes in the presence of the in-
hibitor. From the above equation it becomes clear that the local effect on the detailed parameters and
the global effect on the lumped parameters are identical for FIs and CCR5-antagonists, i.e., εFI = ηFI,
εCCR5 = ηCCR5. For RTIs, however, the overall effect on the rate of successful infection β depends on
the decay rate constant δRNA of viral RNA.
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Figure 4.6: Left: Correlation between effect of RTIs on the reverse transcription (1 − εRTI) and effect on the infection
rate (1−ηRTI) for a parameter range that defines the probability to finalize reverse transcription in the absence of RTIs
ρrev,ϕ. Right: Effect of RTIs and EIs on the clearance through unsuccessful infection CLT.

Let ρrev,RTI denote the probability that reverse transcription is successfully completed in the
presence of RTIs.

ρrev,RTI =
(1− εRTI) · krev

(1− εRTI) · krev + δRNA
. (4.26)

The effect of RTIs on the lumped infection rate β can now be interpreted as the reduction in the
probability to successfully complete reverse transcription

1− ηRTI(ρrev,ϕ) =
ρrev,RTI

ρrev,ϕ
, (4.27)

resulting from the reduced rate of reverse transcription, which increases the likelihood that parts of
the viral RNA are degraded before being transformed into DNA.

(1− ηRTI(ρrev,ϕ)) =
(1− εRTI) · krev

(1− εRTI) · krev + δRNA
· krev + δRNA

krev

=
1

ρrev,ϕ +
1−ρrev,ϕ

(1−εRTI)

. (4.28)

Therefore, for RTIs, we derive a non-linear relationship between inhibition of reverse transcription
and inhibition of infection, in contrast to CCR5-antagonists and FIs. The relation between the local
effect of RTIs on reverse transcription εRTI and the effect of RTIs on the infection rate ηRTI(ρrev,ϕ) is
illustrated in Fig. 4.6 (left). It can be seen that the non-linearity between (1− ηRTI) and (1 − εRTI)
is most pronounced if reverse transcription has a high likelihood of being finalized in the absence of
drug, i.e, ρrev,ϕ ≈ 1. In this case (1 − ηRTI) > (1 − εRTI) or εRTI > ηRTI, implying that the effect of
RTIs on the infection rate is smaller than the effect on reverse transcription. If reverse transcription
is rarely finalized in the absence of drug, i.e., ρrev,ϕ ≈ 0, then the effects on reverse transcription and
on the infection rate become identical (1− ηRTI) = (1− εRTI) or εRTI ≈ ηRTI.

Using eq. (4.28), we obtain the rate of (successful) infection βCCR5,FI,RTI in the presence of CCR5-
antagonists, FIs and RTIs:

βCCR5,FI,RTI = (1− ηCCR5) · (1− ηFI) · (1− ηRTI(ρrev,ϕ)) · β, (4.29)

where β denotes the basic infection rate in the absence of inhibitors. The equation above implies
that the effect of CCR5-antagonists, FIs and RTIs can be modeled at the level of infection. We also
illustrated that in the case of RTIs, there might be a discrepancy between the local effects on the
enzyme (reverse transcriptase) and the effects on the lumped infection rate β. To elucidate whether
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this discrepancy has any consequence in vivo, it is necessary to determine which fraction ρrev,ϕ of the
viral RNA that enters the cell is successfully transcribed into full length DNA in the absence of drug.

Using the same considerations as above, we can derive the effect of CCR5 inhibitors, FI and RTIs
on the clearance through unsuccessful infection (cf. eq. (4.18)):

CLT,CCR5,FI,RTI = (1− εCCR5) · (1− εFI) ·
(
kfus · ρrev,RTI

KD · ρrev,RTI
− kfus

KD
· ρrev,RTI

)
CLT,CCR5,FI,RTI = (1− ηCCR5) · (1− ηFI) ·

(
β

ρrev,ϕ
− (1− ηRTI) · β

)
(4.30)

From this equation it is clear that effective RTIs (ηRTI ≈ 1) significantly contribute to the clearance of
virus through unsuccessful infection, whereas FIs and CCR5-antagonists lower the clearance of virus
through unsuccessful infection, because they inhibit viral infection at steps that precede the step of
viral RNA destruction δRNA (see Fig. 4.6, right).

Most models (see e.g. [503]) do not consider the clearance of virus through (unsuccessful) infection
CLT explicitly and treat it as part of the constant virus clearance CL. However, as we demonstrated,
inhibitors can have an effect on the clearance. If one is only interested in the additional clearance, and
not the baseline clearance of virus through unsuccessful infection, it can be derived by subtracting
CLT,CCR5,FI,RTI − CLT,ϕ, using eq. (4.20) and eq. (4.30).

Integrase inhibitors. InIs inhibit the integration of viral DNA into the host DNA. We did not
perform parameter lumping at this stage and therefore ηInI = εInI. The rate of integration is altered
in the presence of InIs, according to:

kT,InI = (1− ηInI) · kT. (4.31)

Protease and maturation inhibitors. PIs inhibit the protease of HIV, resulting in a decreased
maturation rate constant kmat, and MIs decrease the probability that virions maturate normally q.
Recalling eq. (4.22), the total input into the compartment of infective virus VI is described by:

q · kmatVIM = (1− εMI) · q · p ·
(1− εPI) · kmat

CL + (1− εPI) · kmat
· N̂T · T2. (4.32)

In the case of MIs we have εMI = ηMI. However, in the case of PIs, their effect depends on the clearance
of free virus CL. Similarly to the case with RTIs, we can define the probability that maturation is
successfully finished in the absence of inhibitors ρPR,ϕ and in the presence of inhibitors ρPR,PI

ρPR,ϕ =
kmat

kmat +CL
(4.33)

ρPR,PI =
(1− εPI) · kmat

CL + (1− εPI) · kmat
(4.34)

The effect of PIs can then be defined as the decrease in the likelihood that virions will successfully
maturate, before they are cleared by the immune system (1− ηPI) = ρPR,PI/ρPR,ϕ. We derive:

(1− ηPI(ρPR,ϕ)) =
1

ρPR,ϕ +
1−ρPR,ϕ

(1−εPI)

, (4.35)

analogously to eq. (4.28). Therefore in the case of PIs, we observe the same non-linearity between
(1−ηPI) and (1−εPI) as in the case of RTIs (see fig. 4.6). The effect of MIs and PIs on the production
of infectious particles N can be modelled accoring to:

NPI,MI = (1− ηMI)·
(
1− ηPI(ρPR,ϕ)

)
·NT (4.36)

Similarly, the above equation can be used to model the influence of PIs and MIs on the production of
non-infectious Virus VNI.
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4.3 Novel two-stage Viral Growth-Competition Model

The lumped model can be parameterized in terms of six unknown parameters (β, N̂, λ, δTU, δT2 ,CL),
which equals the number of estimated parameters using standard models [12]. For the remaining
parameters, we have provided values from the literature (see section 4.2.5).

We specify two types of target cells (T-cells and macrophages) and finally incorporate the viral
mutation process (resulting from erroneous reverse transcription) into the overall model. The proposed
simplified two-stage virus dynamics model is shown in Fig. 4.7. It comprises T-cells, macrophages,
free infectious- and uninfectious virus (TU,MU,VI,VNI, respectively) and four types of infected cells:
infected T-cells and macrophages prior to proviral genomic integration (T1 and M1, respectively) and
infected T-cells and macrophages after proviral genomic integration (T2 and M2, respectively).

The system of ordinary equations for the derived two-stage virus dynamics model is given below:

d

dt
TU = λT +T1(i) · δPIC − TU · δTU −

∑
i

βT(i) ·V(i) · TU

d

dt
MU = λM +M1(i) · δPIC −MU · δMU −

∑
i

βM(i) ·V(i) ·MU

d

dt
T1(i) = βT(i) ·V(i) · TU− T1(i)

(
δT1 + δPIC + kT(i)

)
d

dt
T2(i) =

∑
k

(
T1(k) · kT(k) · pk→i

)
− T2(i) · δT2 (4.37)

d

dt
M1(i) = βM(i) ·V(i) ·MU−M1(i)

(
δM1 + δPIC + kM(i)

)
d

dt
M2(i) =

∑
k

(
M1(k) · kM(k) · pk→i

)
−M2(i) · δM2

d

dt
VI(i) = NM(i) ·M2(i) + NT(i) · T2(i)

−V(i)·
(
CL+

(
CLT(i) + βT(i)

)
· TU+

(
CLM(i) + βM(i)

)
·MU

)
d

dt
VNI =

∑
i

((
N̂M(i)−NM(i)

)
·M2(i)+

(
N̂T(i)−NT(i)

)
· T2(i)

)
− CL ·VNI

where λT and λM are the birth rates of uninfected T-cells and macrophages and δTU and δMU are
their death rates. The parameters kT(k) and kM(k) are the integration rates of mutant strain k. The
parameters δT1, δT2, δM1 and δM2 are the death rates of T1, T2, M1 and M2 cells. The parameter δPIC

refers to the intracellular clearance of essential components of the pre-integration complex (PIC), e.g.
by the host cell proteasome. The parameter pk→i defines the probability to mutate from strain k to
strain i and will be defined in section 4.3.3.

4.3.1 Effect of Antivirals on Model Parameters

The effect of drugs on lumped parameters in the model is implemented as previously described
(sec. 4.2.6). For the ease of completeness, we will summarize them in the context of the novel model.

βT/M(CCR5,FI,RTI) = (1− ηCCR5) · (1− ηFI) · (1− ηRTI(ρrev,ϕ)) · βT/M

CLT/M(CCR5,FI,RTI) = (1− ηCCR5) · (1− ηFI) ·
(
βT/M

ρrev,ϕ
− (1− ηRTI) · βT/M

)
kT/M(InI) = (1− ηInI) · kT/M

NT/M(PI,MI) = (1− ηMI)·
(
1− ηPI(ρPR,ϕ)

)
·NT/M

where β is the basic infection rate and (1 − η) denotes the effect of the compund on the model
parameter (see sec. 4.2.6).
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Figure 4.7: Simplified Two Stage Virus Dynamics Model. Species are circled in red. Reactions are indicated by black
arrows. Drugs and their interference in the life cycle of HIV are indicated in blue.

4.3.2 Strain-associated Reproduction and Resistance

There are two basic determinants, which allow us to create any possible fitness landscape in the quasi-
species space: The endogenous ability of the mutant strain to proliferate and the impact of inhibitors
on this activity. Since the endogenous activity of every mutant strain is most likely not known, we
denote it by some selective disadvantage s, which describes the ability of the mutant strain to prolif-
erate, relative to the wildtype. The effectivity of some inhibitor η is usually measured with reference
to the wildtype and some mutant strain i confers a resistance r to the drug, where the resistance of
the wildtype is assumed to be 0%.

Therefore, we have modeled the ability of a mutant strain i to proliferate based on three parameters
s, r and η, which allow us to create any possible fitness landscape (e.g. fig. 4.11, 4.12) in the quasi-
species space.

• the endogenous ability to proliferate relative to the wildtype (1− s(i)), where s(i) ∈ [0, 1] is the
selective disadvantage of the mutant strain i for a particular proliferative process (e.g. fusion,
reverse transcription, etc.).

• the efficacy of drug treatment (1−η(j)), where η(j) ∈ [0, 1] is the efficacy of drug j in inhibiting
a targeted proliferative process in the wildtype.

• the resistance against a certain treatment
(
1− r(i, j)

)
of mutant strain i against drug j.

As an example, consider two drugs d1 and d2, which are 90% and 80% effective in inhibiting the
infection βwt in the wildtype. Then,

β(d1, d2)wt = (1− 0.9) · (1− 0.8) · β, (4.38)

and infection will be 2% as effective as in the absence of drugs. A mutant strain m1 can infect cells
only 80 % as effectively as the wildtype (sm1 = 0.2). Thus,

β(d1, d2)m1 = (1− 0.9) · (1− 0.8) · (1− 0.2) · β, (4.39)
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and infection is only 1.6% as effective as for the wildtype in the absence of drug. Some other mutant
m2 is 99% resistant against d1. Thus,

β(d1, d2)m2 =
(
1− 0.9 · (1− 0.99)

)
· (1− 0.8) · (1− 0.2) · β, (4.40)

and infection with type m2 in the presence of drugs d1 and d2 is 16% effective compared to the
wildtype in the absence of drugs.

4.3.3 Mutation

The observed efficacy of a drug, -or a combination of drugs will decrease over time due to the emer-
gence of resistance mutations, because the HIV population within the body is very adaptable and
because adaptation can occur on a very short time scale (see e.g. [395]). Therefore, it is essential to
incorporate some kind of resistance development, if longer term viral dynamics are modelled, or if the
virological failure is a phenomenon studied by the model.

Huang et al. [15] have have proposed the most simple approach. In their model, emergence of
resistance was modeled by a linear decrease of drug efficacy (increase in IC50, see fig. 4.8). This way,
it is not necessary to explicitly model the evolution of mutants. However, the limitations of such an
approach are obvious: Under such an approach, it is completely unclear what the underlying dynamics
of resistance development are and there is no possibility to study them within the model. It is not
possible to incorporate potential fitness loss and regain [504,505] of mutant virus. Therefore, it is also
not possible to study the effects of different fitness landscapes [7, 10] on the timing and emergence
of resistance. In other words: it is not possible to study if, or if not resistance emerges and ways to
possibly overcome it.

For these reasons, we have decided to explicitly model viral quasi-species dynamics in a growth-
competition model.

Figure 4.8: Most simple approach to model emergence of drug resistance implemented by Huang [15]

Our overall viral dynamics model (eq. (4.37)) comprises a complete mutagenic graph. In HIV
infection, genomic mutation occurs during the reverse transcription process [4]. The reverse tran-
scriptase of HIV lacks a proof reading mechanism in contrast to host polymerase enzymatic reactions.
However, viral proteins from newly mutated viral genomes are only produced after integration of the
viral genome into the host cell DNA. The proteins required for the stable integration of the newly
mutated viral genome originate from the founder virus. Therefore, phenotypically, drug resistance
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of new mutants will only be observed after integration, i.e., in the infectious stages T2 and M2. In
total, the model includes 2N different viral strains that contain point mutations in any pattern of the
modelled N possible mutations. For two distinct mutations, the mutagenic graph is shown in Fig. 4.9.
Each mutant i can mutate to every other mutant k in one step. The probability pk→i to mutate from
any strain k to any strain i can be directly derived from the mutagenic tree in Fig. 4.9 (left):

pk→i = µh(i,k) · (1− µ)N−h(i,k), (4.41)

where µ denotes the mutation probability per base and reverse transcription process (≈ 3 · 10−5 [4]),
h(i, k) is the hamming distance between strain k and strain i, and N is the total number of different
positions that may mutate. Since some viral strains are present only in very low copy numbers, we use
a hybrid stochastic-deterministic setting [506] to model the overall virus dynamics model (see section
4.6.2 for details).
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Figure 4.9: Left: Decision tree for the transition pathway on the right. Right: Transition pathways, if two mutations
are considered

Using this model, we ignore mutations that do not occur at drug-resistance sites. Some of these
mutations might be deleterious for the virus. Therefore, it is possible that we overestimate the
amount of replication-capable offspring. In view of mutagenic nucleoside analogs, it might require a
more accurate model to study the effects of these inhibitors on the dynamics of the virus.

4.3.4 Abundance of Resistant Mutants Prior to Treatment Initiation

One reason for treatment failure can be the selection of pre-exiting resistant strains.
Our quasi-species model (eq. (4.37)) allows to compute the expected number of resistant mutants,
prior to treatment initiation. In fig. 4.10, we show the abundance of resistant mutants in the drug-free
steady state, based on our model. In this example, we have assumed a graded fitness landscape: Each
mutation away from the wild type is associated with a fitness loss s. In figure 4.10 it can be seen that
the probability for the presence of multiply mutated strains is decreasing with a lower fitness (greater
selective disadvantage). If a drug resistance is associated with a fitness loss of 30%, it is unlikely
that mutants pre-exist, that confer resistance to three- or more drugs. A similar analysis has been
performed by Ribero et al. [507] based on the frequency of resistant strains.
One could infer from fig. 4.10, that mutants will not pre-exist, if they are sufficiently unfit. However,
there is a minimal abundance of mutant strains: Assume, that drug-resistant strains are not replicating
efficiently alongside the wildtype. The total amount of infected cells with integrated viral DNA has
been estimated to be ≈ 107 [115] and the mutation rate per base per round of reverse transcription
has been estimated to be 3 ·10−5 [4]. Therefore, even under the assumption that drug-resistant strains
are not replicating, the expected number of mutant strains with a specific point mutation is ≈ 300.
This means, that any one point mutation, irrespectively of how fit it is, is likely to be present at the
start of therapy.
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in the drug-free environment (only if the path from wt to mutant is steady/graded fitness landscape).

4.4 Fitness & Drug Resistance

Fitness describes the capability of an individual (of certain genotype) to reproduce in a certain envi-
ronment. If differences in individual genotypes affect fitness, then, through adaptation, the frequencies
of the genotypes will change over generations and the genotypes with higher fitness become more com-
mon.
In the case of HIV, the natural environment is provided by the host individual. Pharmacological
intervention (through the application of drugs) can modify this environment drastically, disabling
most viral strains from reproduction and selecting resistant strains that are able to reproduce in the
pharmacologically modified environment. Whether the viral population can survive as a whole is
ultimately determined by the ability of some resistant strain to sustain the viral population.
The threshold parameter, which determines if a strain- or a population as a whole can sustain, expand,
or will be eradicated, is denoted by the reproductive number R0 [508].

4.4.1 The Reproductive Number R0

The reproductive number R0 denotes the average number of offspring that is produced within the
lifetime of one individual pathogen. The basic reproductive number can be interpreted as a threshold
parameter: for R0 > 0, the pathogen is able to replicate, however, if R0 < 1, the pathogen will die
out after some time. For R0 = 1 the infection is stabilized and for R0 > 1 the infection will expand.
There are two ways to calculate R0: Using the (i) survival function and (ii) the next generation
method [509]:
Survival function. The survival function is defined as follows:

R0 =

∞∫
0

L(s) · P (s)ds (4.42)

where the expected lifetime of the pathogen, L, is the reciprocal of its decline. The productivity P
is the number of newly infected individuals that will be produced per unit time (the product of all
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proliferative terms).
If R0 is calculated using the survival function, it will capture the expected offspring in the same
compartment (e.g. virus-to-virus).
Next generation operator. We define the matrix Fi(x) as the rate of new infections in the com-
partment i and Vi(x) = V −

i (x)− V +
i (x), where V −

i (x) denotes the rate of transfer of individuals out
of compartment i and V +

i (x) the rate of transfer of individuals into of compartment i. R0 is then
given by the dominant eigenvalue of the next generation operator FV −1.
The next generation method is particularly useful, if many infectious compartments (= infectious
stages) are considered and if the main interest is in the transfer from the founder compartment into
some other infectious compartment (not a complete replicative circle). For the complete life cycle (e.g.
virus-to-virus), both methods yield the same result for R0.
We are particularly interested in the whole life cycle of HIV, which captures the effects of all drug
classes. Therefore, in our example, it is not necessary to choose one of the methods over the other.
Example. Considering one infectious cycle (virus-to-virus), for the model in eq. (4.1), we derive

F =

(
0 β · TU
0 0

)
(4.43)

and

V =

(
δT 0
−N CL

)
(4.44)

Utilizing the next generation operator, we get

R0 =
β · TU ·N
δT · CL

. (4.45)

Which we also derive using the survival function. If initial infection is modeled, we can use the
approximation TU ≈ λ/δTU, which will describe the initial expansion of infection.
Impact of drug treatment. Inhibitors have an impact on the proliferative terms in the virus
dynamics model, as discussed previously in section 4.2.1. As an example, we consider the treatment
with entry inhibitors EI and protease inhibitors PI, which decrease the rate of infection β and the
amount of infectious virus that is released N , respectively. The basic reproductive number under
treatment in the present example (eq. (4.45)) is described by:

R0(EI) =
(1− ηEI)β · TU ·N

δT · CL
. (4.46)

R0(PI) =
β · TU · (1− ηPI)N

δT · CL
. (4.47)

R0(EI,PI) =
(1− ηEI)β · TU · (1− ηPI)N

δT · CL
. (4.48)

In the basic model, which does not include mutation and drug resistance, the population will go
to extinction, if the drug decreases R0 below 1.

R0 of the Novel Two-Stage Model (eq. (4.37))

For our novel model eq. (4.37), we can derive the reproductive numbers for each mutant i under
treatment j. In the model, we consider 5 infectious stages (T1,T2,M1,M2 and V). For the virus, we
derive:

RV(i, j) =
βT(i, j)TU · kT(i, j) ·NT(i, j)

ru · rT · δT2
+

βM(i, j)MU · kM(i, j) ·NM(i, j)

ru · rM · δM2

with constants

ru = CL + {CLT(i, j) + βT(i, j)}TU+ {CLM(i, j) + βM(i, j)}MU

rT = δT1 + δPIC + kT(i, j)

rM = δM1 + δPIC + kM(i, j)
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Since infected cells are also pathogens, which can lead to a rebound of the disease, even in the
absence of any virus, we also determined their reproductive numbers under a given treatment j. The
reproductive numbers RT1(i, j) and RM1(i, j) of the infectious stages T1 and M1, belonging to the
viral strain i, are given by

RT1(i, j) =
kT(i, j) ·NT(i, j)

rT · δT2
· βT(i, j)TU + βM(i, j)MU

ru

RM1(i, j) =
kM(i, j) ·NM(i, j)

rM · δM2
· βT(i, j)TU + βM(i, j)MU

ru
.

The reproductive numbers RT2(i, j) and RM2(i, j) of the infectious stages T2 and M2 corresponding
to the viral strain i are given by

RT2(i, j) =
NT(i, j)

δT2
·
{
kT(i, j)TU · βT(i, j)

ru · rT
+

kM(i, j)MU · βM(i, j)

ru · rM

}
RM2(i, j) =

NM(i, j)

δM2
·
{
kT(i, j)TU · βT(i, j)

ru · rT
+

kM(i, j)MU · βM(i, j)

ru · rM

}
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Figure 4.11: Fitness and possible mutational pathways depend on the environment. Left: General transition pathways.
Central: Fitness in the presence of drug. Right: Fitness in the absence of drug. Dashed line: critical fitness that allows
the strain to survive (R0(i) > 1)

In our novel model which includes mutation, drug resistance and endogenous fitness, we can look at
every mutant i in any possible (pharmacological) environment j and evaluate whether this mutant is
able to sustain the viral population (R0(i, j) ≥ 1), or not (R0(i, j) < 1). This is highlighted in fig. 4.11
for two possible mutations. The leftmost figure shows the general transition paths, the central figure
shows the fitness landscape in the presence of some drug j and the rightmost figure shows the fitness
landscapes in the absence of any drug. The critical fitness R0 = 1 is indicated by a dashed line. Viral
strains, that can reproduce sufficiently in some (pharmacological) environment j (R0(i, j) ≥ 1) are
termed ”escape state”.

The example in the central and right panels of figure 4.11, can be interpreted as follows: mutant
type ”10” confers high-level resistance to the drug, at the price of a reduced endogenous ability to
proliferate. Mutant type ”01” confers moderate resistance to treatment and has a slight selective
disadvantage. The escape state ”11” combines the high-level resistance of type ”10” with the fitness
of type ”01”. In the presence of strong drug treatment (central figure), it is more convenient to mutate
from 00 → 10 → 11, because even though ”10” has impaired enzymatic abilities, it can still produce
more offspring than ”01”. However ”10” alone cannot sustain the population R0(10) < 1, but it
can delay the decline, because R0(10) is close to 1. In the absence of drug treatment the preferred
mutational pathway is from 11 → 01 → 00, because ”01” has the smaller selective disadvantage
compared to ”10” and is thus able to produce most offspring in the drug-free environment. Also, type
”01” is able to sustain the population in the drug-free environment on its own R0(01) > 1.
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4.4.2 Resistance Pathways

In fig. 4.12, we show examples of resistance pathways. In panel A, we have illustrated a resistance
pathway that involves a single point mutation. This kind of resistance pathway has been observed
e.g. with the NRTI lamivudine (3TC). A single-point mutation can be assumed to be readily present
at the start of therapy.

In panel B, we show a resistance pathway, which involves an initial mutation that confers resistance
to the drug, but also reduces the fitness of the affected enzyme considerably. Subsequent mutations
restore the functionality of the enzyme. A similar resistance pathway has been suggested for zidovudine
(AZT) resistance and some protease inhibitors [454,510]. A resistance pathway, like the one shown in
panel B, might develop after some initial delay.

In the case of some PIs, high-level resistance can emerge through accumulation of resistance-
associated mutations [400]. This is highlighted in panel C.

In the last example (panel D), we show a case, where resistance can only develop after multiple
steps of fitness loss, which then enable the emergence of mutants that are fit enough to sustain the
population. This kind of resistance pathway has been suggested e.g. for influenza in the case of
adaptation to a new host-species [511], and might also be likely for HIV. The emergence of resistance
under such a pathway requires a chain of multiple chance events to occur and might therefore emerge
only after a very long time, if at all.
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Figure 4.12: Examples of utilized resistance pathways. In panel A, B, C, D, we show the respective genotypes and their
fitness in the presence of a drug j (R0(i, j)) under drug pressure

With our model it is generally possible to implement each of these resistance pathways. How-
ever, our model eq. (4.37) becomes very high-dimensional: The number of species is #Species =
(3+5 ·#Mutants). If we consider all possible combinations of mutations/attributes, then the number
of mutants is #Mutants = 2pos, where ’pos’ refers to the number of positions/attributes, which are
considered. In order to compute all transition rates, it is necessary to perform O(#Species)2 calcu-
lations, due to the nested loop in the mutation/transition paths. Therefore, there are computational
limits on the number of mutations to be considered.
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4.5 The Reproductive Capacity Rcap

The previously introduced reproductive number R0(i, j) evaluates the ability of each strain i to repro-
duce in a (pharmacologically modified) environment j, however it does not provide any information
about the actual viral population within the host. If R0(i) is defined for each mutant strain i in a
quasi-species model (as above), then the general threshold that has previously been defined might not
hold. Imagine an example with two viral strains m1 and m2. One mutant strain is fit R0(m1) > 1
and one is very unfit R0(m2) < 1. There is a transition between the two variants due to mutation.
The unfit strain m2 might not produce enough offspring to sustain its own population size, however,
because there is a influx (due to mutation) from the fitter strain m1 it might nevertheless not die out.
This problem is particularly due to the fact that R0 does not consider the population (and possible
transition paths therein), but rather each mutant i for itself. To overcome this limitation, we introduce
the reproductive capacity Rcap.

The reproductive capacity Rcap combines the state of infection, with the reproductive numbers
R0(i, j), which evaluate the reproduction of each mutant i from the perspectives of a treatment j.
The reproductive capacity Rcap of the entire HIV population is the summation over the reproductive
capacity of all pathogens (in our model: free virus, infected T-cells and infected macrophages) belong-
ing to all mutant strains i. Therefore, Rcap(j) denotes the expected total number of offspring that
the infection will produce in one round of replication under a certain treatment j, starting from the
current state of the infection.

Rcap(j) =
∑
i

{
V(i)RV(i, j) + T1(i)RT1(i, j) +M1(i)RM1(i, j)

+T2(i)RT2(i, j) +M2(i)RM2(i, j)
}

(4.49)

Eq. (4.49) also implies that Rcap(j) (of treatment j) only considers mutants, which are able to produce
offspring (R0(i, j) > 0) under treatment j.

Replication and resistance emergence. Besides the possible pre-existence of resistance strains,
as discussed earlier, a second major challenge to effective drug treatment is the emergence of resistant
viral strains through ongoing replication. The probability for new mutants to emerge is correlated with
the extend of replication, since new mutations can only emerge, if new viral RNA is reversely tran-
scribed (genotypically) and integrated into the host genome (phenotypically). In the asymptomatic
stages of an HIV infection, the level of infectives (virus, infected cells) is kept roughly constant and
the entire population of infected cells is replaced every 1.2 days [512] – 1.4 days [11]. Utilizing the
previously introduced numbers (≈ 107 infected cells [115] and a mutation rate of 3 · 10−5 per round
of reverse transcription per base [4]), we therefore expect to have ≈ 230 new mutant strains with any
specific point mutation per day. If a treatment decreases the amount of infection to 1 % (e.g. 99 %
effective treatment), then the probability, that a new mutant strain is produced within a day is still
230 %. The previously introduced reproductive capacity provides a good estimate for the probability
that new mutations emerge, because Rcap(j) estimates the total amount of replication, which is di-
rectly correlated to the probability that new mutations emerge. Secondly, because Rcap(j) considers
the population of infectives, it is also a good indicator of the state of infection.

4.5.1 R0 of the Whole Population

There are two possible ways to implement R0 in a quasi-species model: (i) R0 can be considered for
each viral strain, and will therefore be a constant. (ii) The reproductive ratio is defined for the whole
population (including all mutants), and is therefore not constant, as the composition of viral strains
might change and impair the overall productivity P and the lifetime L of the viral population. If at
initiation of a selective pressure (e.g. antiviral treatment), the overall population is unfit (R0 < 1),
adaption might change the population composition, increase the overall R0 and lead to the survival
of the population of infectives (see fig. 4.13, dashed red line).
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If we normalize eq. (4.49) with the total population size , we receive the mean reproductive number
of the total virus population R0(j), which is time-varying (not constant), because the population
composition changes, in contrast to the previously defined R0(i, j) of every mutant i. The mean
reproductive number of the total population R0(j) is defined by:

R0(j) =
1∑

i

V(i) + T1(i) +M1(i) + T2(i) +M2(i)
· Rcap(j) (4.50)

for our model in eq. (4.37).

4.5.2 Evaluation of Markers of Virological Failure

In figure 4.13 we illustrate the virus load (left), the mean total reproductive number R0(j) (dashed
red line, right) and the reproductive capacity Rcap(j) (solid blue line, right) in the event of a drug
failure, due to resistance emergence. On the left figure, it can be seen that total virus load (solid
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Figure 4.13: Markers of virological failure. Left: total viral load (solid blue line), wildtype strain (dashed green line)
and resistant strain (dotted blue line). Right: Corresponding mean total reproductive number R0(j) (dashed red line,
left y-axis) reproductive capacity (solid blue line, right y-axis). Utilized parameters: Applied drug combination: 1 PI
+ 2 NRTI, all 90% efficient against the wildtype. s = 0.7 per mutation. One point-mutation caused 90% resistance
against the respective drug. The fraction of un-infectious virus particles was assumed to be 50% in the absence
of drug. The simulation was started from a steady-state distribution (in the absence of drug). Other parameters:
λT = 2 · 109, λM = 4.95 · 108, δT = δT1 = 0.02, δT2 = 1, δM = δM1 = δM2 = 0.0495, δPIC = 0.35, βT = 9 · 10−12, βM =
1.5 · 10−14, kT/M = 0.35, NT = 1000, NM = 100,CL = 23

blue line) declines upon treatment initiation, reaches a minimum at ≈ 100 days and then rebounds
and stabilizes. The rebound is solely contributed to the emergence of a resistant strain (dotted red
line), while the wildtype virus (dashed green line) declines. In the right figure, we have illustrated
the corresponding R0(j) (dashed red line) and Rcap(j) (solid blue line). The reproductive capacity
Rcap(j) reaches a minimum at ≈ 84 days, which is much earlier than the corresponding minimum for
the viral load. This is because Rcap(j) indicates a tradeoff between the population size of susceptible-
and resistant resistant strains in terms of their ability to produce offspring. In other words, in Rcap(j),
we use the reproductive numbers R0(i, j) as weighting functions for the respective mutant popula-
tions. Therefore, the ”risk potential” of a mutant strain under a certain treatment j is evaluated.
For treatment j, failure starts when the minimum in Rcap(j) has passed, because from this moment
onwards, treatment j cannot reduce the overall number of expected offspring.

In fig. 4.13 (right), we have illustrated the mean reproductive number R0(j) (dashed red line).
R0(j) indicates whether the total population is expected to decrease- or increase, respectively if
R0(j) < 1 or R0(j) > 1. Since the virus is usually the most abundant species with the fastest dy-
namics, a threshold-crossing (R0(j) = 1) and a minimum in the viral load appear at the same time
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(≈ 100 days).

While the viral load and the mean reproductive number R0(j) evaluate the trajectory of the total
population of infectives, Rcap(j) has the ability to evaluate the ”risk potential” of a population under
a certain treatment and is able to detect viral failure prior to any of the other markers. Therefore,
Rcap(j) has the ability to forecast events, such as virological failure, in contrast to virus load and
R0(j), which are descriptors of the actual state of infection and -change.
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Figure 4.14: Reproductive Capacity vs. Viral Load as a Predictor of Virological Failure. The time to
virological rebound is much better correlated to the initial reproductive capacity (left panel) than to the initial viral
load (right panel). The data (marked by ‘�’) shows the time to virological rebound with respect to initial viral load
and reproductive capacity, respectively, observed in a set of 1000 simulations for a treatment containing PI/MI + (2 x
NRTI). The initial viral population for each simulation was chosen randomly, the selective disadvantage s was 1%, the
drug efficacy was assumed to be 90%, and the fraction of uninfectious viruses was set to 0.67. The dashed red lines
show the exponential fit of the data.

We demonstrate in Fig. 4.14 that the reproductive capacity is a much more precise indicator of
treatment failure than the decay of total viral load for a drug combination consisting of a PI and 2
NRTIs. We also tested other drug combinations (EI + 2 NRTI, InI + 2 NRTI and NNRTI + 2 NRTI)
and parameter sets in [513] and derive the same conclusion.

4.5.3 Evaluation of Markers for Drug Efficacy

We evaluated the impact of antiviral drugs on viral load (fig. 4.15, left) and reproductive capacity
(fig. 4.15, right).

All drugs, except for the novel class of integrase inhibitors (InIs) produce identical viral load
declines. Based on our detailed model and the subsequently derived simplified model, this can be
explained as follows: EI and RTIs decrease the infection rate and thus the number of new infections.
This has an impact on the release of virus (and therefore on the virus decline) indirectly through the
viral life cycle. MIs and PIs do not interfere with the total amount of virus that is being released
(rate N̂), but rather shift the ratio of infective virus-to-total virus VI : Vtot (see fig. 4.3 and fig. 4.15,
inset) by affecting rate N (eq. (4.36)). Therefore, the immediate effect of PIs and MIs is not on total
virus release, but rather on infective virus, which has an impact on the number of new infections.
Subsequently, their impact on virus release is indirect through the viral life cycle.

new infections =

EI, RTI︷︸︸︷
β ·TU · VI︸︷︷︸

PI,MI

life-cycle−→ virus release (4.51)

Therefore, EIs, RTIs, PIs and MIs produce identical viral decays (see Fig. 4.15), if they are equally
potent inhibitors. InIs on the other hand, decrease the amount of late infected cells (see fig. 4.5),
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which has an immediate impact on virus release.

virus release = N̂ · T2︸︷︷︸
InI

(4.52)

Thus, the onset of observed viral decay is faster for InIs, than with other compounds, irrespective of
their potency (which was set equal for all compounds in fig. 4.15, left), because the impact is imme-
diate and not delayed by the viral replication cycle as in the case of all other compounds.

This also implies, that the efficacy η of all compounds, except InIs can be related on the basis
of viral load decay, as it is currently done. Inferring that novel integrase inhibitors are more potent
than existing drugs, based on viral load decline alone, might produce false conclusions. Murray et
al. [484, 497] have implied that novel InIs might be more potent than existing drugs, based on viral
load decline. However, Sedaghat et al. [498,499] have argued that the efficacy of InIs, relative to other
drug-classes, cannot be assessed, based on viral load. Finally, Shen et al. [131] have shown ex vivo,
that integrase inhibitors are among the least potent antiviral drug-classes.

We show the reproductive capacity Rcap(ϕ) (evaluated at the drug-free setting) for the same sim-
ulation in fig. 4.15 (right). In contrast to total viral load, the reproductive capacity discriminates
between RTIs, FIs, CCR5-antagonists, PIs and MIs.

Protease and maturation inhibitors are most efficiently reducing the reproductive capacity. The re-
productive capacity Rcap(ϕ) after PI/MI application in fig. 4.15 sets to an overall lower level. Because
of the high turnover of free virus [490], the compartment of infective virus VI is eliminated completely
by a 100 % effective PI/MI, in contrast to the other inhibitors, in which case VI is proportional to
either T2 or M2.

InIs are reducing Rcap more efficiently than RTIs and EIs. A side-effect of the inhibition by InIs
is the reduction of the clearance of the proceeding compartment (see fig. 4.5). This clearance term
appears in the denominator of the reproductive capacities Rcap and thus explains the higher starting
value for the reproductive capacity in fig. 4.15 (right). Clearance of the post-integration compartment
results in a proportional clearance of virus, as the netto production of virus shrinks (fig. 4.15, left).

The instantaneous effect of NRTIs, NNRTIs, CCR5 inhibitors and FIs on Rcap(ϕ) is comparable
(fig. 4.15). The difference between entry inhibitors and reverse transcriptase inhibitors is marginal,
because, under the chosen parameter set, the clearance of virus by infection is negligible compared
to the clearance by the immune system. A ’side effect’ of entry inhibitors (FI/CCR5) and RTIs
(NRTIs/NNRTIs) is an increased number of uninfected cells, thus leading to an initial increase in the
reproductive capacity, as more potential targets become available.

4.5.4 Determinants of Drug Efficacy in vivo

The reproductive capacity does not only take the potency of a drug into account, but also the impact
of the host defence mechanism on the viral dynamics.

In figure 4.15 (right) we have assumed equal potencies for all tested drug classes. The different de-
cay patterns for the reproductive capacity Rcap are therefore solely contributed to the decay patterns
of the infective compartments (VI, T1, M1, T2, M2) after drug application. In our model, we generally
have the following relation [490]: CL · VI > δT2 · T2 > δT1 · T1. Thus, PIs and MIs, which constrain
the production of VI, reduce Rcap most efficient in the initial phase followed by InIs, which constrain
the production of T2, and finally RTIs and EIs, which impair the production of T1. Infectious virus
VI is the most abundant compartment after treatment with EIs, RTIs and InIs, dominating Rcap.
However, under effective PI/MI treatment NT,M is close to zero and thus VI might be become smaller
than the other infective compartments. This pushes Rcap in the case of PI/MI application below the
levels achieved by other inhibitor classes.
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Figure 4.15: Left Panel: Total virus load decay after treatment initiation. Integrase inhibitors (InI) produce a faster
decay of virus load than all other compound classes. Inset: Protease- and maturation inhibitors (PI and MI) change
the ratio of infectious-to-total virus. Right panel: The reproductive capacity takes the total amount of expected viral
offspring into account. Protease inhibitors (PI) and maturation inhibitors (MI) most effectively reduce the reproductive
capacity. The reproductive capacity decreases more rapidly with integrase inhibitors (InI) compared to NRTIs, NNRTIs,
FIs and CCR5-antagonists, but reaches the same level after some time. Initial infection was assumed to be all wild
type. Drug efficacy was assumed to be 100%.

Average Time to Virological Rebound (days)

Combination 30% 25% 20% 15% 10% 5% 1%

InI 73.4 66.1 60.2 55.3 51.3 47.8 45.6
FI/CCR5-antag. 133.4 105.5 81.6 68.2 58.7 51.0 46.5

NNRTI 140.5 107.6 85.7 69.5 59.1 51.3 46.7
PI/MI 142.9 107.6 86.0 70.0 59.6 51.3 46.9

InI 0.514 0.462 0.421 0.387 0.359 0.334 0.319
FI/CCR5-antag. 0.934 0.738 0.571 0.477 0.411 0.357 0.326

NNRTI 0.983 0.753 0.600 0.487 0.414 0.359 0.327
PI/MI 1.000 0.753 0.602 0.490 0.417 0.359 0.328

Table 4.1: The time to virological rebound depends on both the cost of resistance s and the choice of drugs. Each table
entry shows the average time to virological rebound in an ensemble of 1000 hybrid stochastic-deterministic simulations,
where we assumed that the efficacy of the drugs against the wildtype was 90%. The drug was 45% effective against a
one-mutation strain and completely inefficient against the double-mutant. The fraction of uninfectious viruses was set
to two-thirds.

Thus, we conclude that the target half life is another important factor for the in vivo efficacy of an
HIV compound, besides the affinity of a drug to its molecular target, its pharmaceutical penetration
into target cells and its genetic barrier to resistance.

The different decay patterns also manifest in the time to virological rebound that is shown for
the different drug classes in Table 4.1. However, for InIs, another factor gains importance: Since
InIs reduce the decay of T1 (see fig. 4.5), T1 accumulates, which increases the probability to develop
resistance (see eq. (4.37)):

new mutations: µ · T1(k)︸ ︷︷ ︸
increased by InI

·kT/M(k) · pk→i. (4.53)

4.5.5 Experimental Equivalents of Model-derived Reproductive Capacity

Phenotypic assays [514] are the experimental counterpart to the calculated reproductive capacity
Rcap(j). These assays can take patient derived viral sequences, which are inserted into a modified
viral vector, which possesses a reporter gene and lacks the Env (envelope) gene that is required for
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infection. These modified viruses are then co-transfected with murine leukemia virus Env-genes into
cells to produce infective viral particles, which are subsequently harvested (fig. 4.16). The harvested
virus is incubated together with target cells. Through transcription and translation, this modified
virus will produce the reporter gene product intracellularly, which can be measured as output. There-
fore, phenotypic assays monitor the entire viral life-cycle (single-round infectivity), starting from the
production of particles after co-transfection, to infection and amplification of gene products.

Phenotypic assays/single-round infectivity assays can assess the reproductive capacity Rcap of
patient virus samples under different drugs combinations and dosages [130]. Because PIs alter the
maturation of virus, they are applied during the step of transfection, while all other drugs are applied
during the step of infection (see fig. 4.16).

Originally, these assays were restricted to patient-derived Pol gene fragments [514], which harbor
resistance mutations against PIs, and RTIs. However, Shen et al. [131] have extended these assays
and used them for PIs, InIs, RTIs and FIs, to compare class-specific efficacy of anti-HIV drugs.

To date, these assays have two major disadvantages, which limit their utility in clinical practice:
(i) Minor viral strains are being lost during the initial amplifications procedures. (ii) The turnover
time is a few weeks (personal communication with R. F. Siliciano).

Figure 4.16: Principles of a phenotypic single-round infectivity assay. Illustration taken from [514].

4.6 Optimal Treatment Sequencing to Avoid Drug Resistance

The existence of a reservoir of latently infected cells has motivated the National Institute of Health
(NIH) to re-define the treatment goals for HAART, with the primary goal being the management of
the disease, rather than the attempt to eradicate the virus [2]. However, the goal of virological suppres-
sion is achieved in only ≈50% of patients who receive HAART in a non-clinical trial setting [245–248].
One of the main reasons for therapy failure is the rapid emergence of drug resistance [515, 516], due
to the enormous viral mutation rate [4].

Up to now, new means to address the problem of drug resistance have arisen, as the breadth of
available treatment options continuously expands. Today, there are 25 antivirals from 6 distinct drug
classes on the market (see e.g. [108]) and many more in late clinical trials (see e.g. [243]). In order
to overcome resistance development, we propose to use the novel antiviral tools, which for the first
time, allow strategic sequencing of therapy across multiple treatment lines. In HAART, treatment
change is largely restricted to treatment failure/viral relapse [517] and there is little consensus when
a treatment change would be optimal [2, 518]. Considering the rapid viral turnover [13], treatment
change in the context of viral relapse presumably lies beyond an optimal point of treatment switching.
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In the following, we will present a mathematical method to determine the optimal switching time
and to choose the optimal drug combination for the next treatment period. The method uses only
information that is available at the time of decision. The rationale of the strategy is thus transferable
to clinical decision making. We will analyze our strategy in a model of virus dynamics (eq. (4.37)),
that allows the mechanistic incorporation of all novel (and most prospective) HIV drugs. The virus
dynamics model considers viral resistance development to any pharmacological challenge by mutation.

4.6.1 Idea.

HAART therapy is switched in the case of virological rebound [2]. In figure 4.17 we have illustrated
the expected time course (based on the model in fig. 4.7) of the viral population in the context of a
failing drug regimen: In the first phase the total virus load declines (solid black line, shaded area).
This is because susceptible strains, that make up the majority of the viral population, are decreased
in numbers (dashed blue line, wt). Beneath the total viral kinetics, viral strains, that are resistant to
the current drug regimen are selected from the population of viruses (dash-dotted green line, m1). In
the second phase, resistant strains have become more abundant than susceptible strains and therefore
dominate the kinetics of total viral load. This subsequently leads to the rebound of total virus and
the restoration of infection (solid black line, shaded area).
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Figure 4.17: Time course of infectious compartments between treatment initiation and failure. Inset I, II & III: Frequency
of mutants at the start of therapy, at the minimal total viral load and after treatment failure.

We argue that drug switching in the case of virological rebound confers little benefit for the next
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drug combination: As the viral population size increases, it becomes more likely that viral strains
arise, that are resistant to the next drug combination (that is ’m2’ in the upper panels of figure 4.17
and the dotted line in the lower panel) and subsequently it becomes more likely that the prospective
combination will fail. Therefore, it is unfavorable to wait until virological failure, in view of any
prospective treatment: In the case of virological failure, the likelihood that viral strains exist, that
readily confer resistance against the prospective treatment is similar compared to the time of treat-
ment initiation (see figure 4.17, upper panels).

In view of a treatment switching strategy, the main idea is to evaluate the actual state of infection
in terms of a prospective treatment: E.g. ”when does the actual treatment not confer benefit for a
prospective treatment”. We will introduce the mathematical criteria in section 4.6.3. However, we
will first discuss the requirements from the simulation perspective in order to model a drug switching
strategy mathematically.

4.6.2 Modelling Requirements & Simulation Technique

The overall virus dynamics in our model (eq. (4.37)) comprises different viral strains with copy num-
bers that can vary over several orders of magnitude. If the amount of at least some of the reactant
species are not too many orders of magnitude larger than one, discreteness and stochasticity may play
important roles for the evolution of the system [519]. Whenever that happens, then continuous rate
equation models do not accurately describe the system’s true behavior. In our application this has
particular relevance, since deterministically, it is not possible to simulate eradication of certain viral
strains. We have illustrated the difference between the continuous- (deterministic) and a stochastic
solution (using the direct method [520,521]) of a viral dynamics system in fig. 4.18 (left). In fig. 4.18
(left), a treatment (treatment 1) is applied, that reduces the abundance of a viral mutant that confers
resistance against the next treatment (treatment 2). In the stochastic setting, the viral mutant is erad-
icated at t ≈ 20, whereas in the deterministic setting, the abundance of the viral mutant falls below
the threshold of one (which might be interpreted as the expectation of eradication). After treatment
change (fig. 4.18, left), virus immediately relapses in the deterministic solution of the system, whereas
this is not the case in the stochastic implementation, because the virus had already been cleared at t
≈ 20.
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Figure 4.18: Left: The time course of a virus, that is resistant against treatment 2, modelled deterministically (blue
line) and stochastically (green circles). In the stochastic simulation the virus dies out, whereas it cannot die out in the
deterministic simulation, subsequently causing the virus to rebound after treatment change. Right: Sample trajectory
of viral infectives utilizing hybrid stochastic-deterministic modelling techniques in the case of complete eradication. For
simulations, the model in eq. 4.37 was utilized with optimal treatment switching criteria (eq. (4.54), (4.55)).

Stochastic kinetics describe the time evolution of a well-stirred reacting system in a way that takes
honest account of the systems discreteness and stochasticity. In the presented example, this provides
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a much more accurate description of the system’s kinetic behavior, when low numbers of reactants
are involved. However, for a large number of reactants, the deterministic solution works quite well
(fig. 4.18, left part). For this reason we have chosen a hybrid (stochastic-deterministic) setting for nu-
merical simulation; We thus (i) take stochastic fluctuations in the slow reaction processes into account
and (ii) reduce the computational costs for the simulation of the fast (deterministic) system dynamics.
We use the direct hybrid method proposed in [506]. Elementary reactions were treated stochastically,
whenever their propensity function or the quantity of at least one of their reactants has fallen below
a certain threshold (for all numerical simulations this threshold was set to five).

In fig. 4.18 (right) we show a sample trajectory of HIV decay, simulated using the hybrid simulation
approach and the model in fig. 4.7. As can be seen in the figure, the kinetics of different infectious
compartments behave deterministically, until their abundance decreases below a certain threshold,
after which they behave stochastically, eventually being eradicated.

4.6.3 Switching Strategy

Knowing that virological failure does not constitute an optimal switching time, what are the pa-
rameters, that determine the optimal switching time and which strategy might possibly improve the
performance of HIV-therapy?

We have previously introduced the reproductive capacity in section 4.5 (eq. (4.49)). The repro-
ductive capacity Rcap(j) denotes the expected amount of offspring under treatment j. It provides
a balance between the abundance of a mutant strain i and its ability to produce offspring. It can
therefore forecast the effects that any potential treatment j ∈ J would have, at each state of the
infection. We have shown in fig. 4.13 that Rcap(j) can detect virological failure prior to other markers,
like e.g. viral load or R0. Rcap constitutes, therefore, a good function for optimization.
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Figure 4.19: Right: When to switch: Time course of the reproductive capacity Rcap(j) for all available treatments.
At any timepoint t it is not known whether the overall minimum in Rcap(j) has been reached, as long as the Rcap(j) is
decreasing for some alternative treatment. Therefore, we choose the point in time, when the last Rcap(j) has reached
its minimum (the yellow line) as switching time. What to switch to: It is best to choose the treatment that has the
smallest Rcap(j) (thus the best starting condition) after the time for switching has been determined (magenta line).
Left: Impact of various drug combinations on the initial reduction in the reproductive capacity. Rcap(ϕ) evaluated at
the drug free state.

When to Switch.

Given an actual treatment k ̸= j we want to assess: when does k stop to be beneficial in terms of
the viral population for the next treatment j? Upon the initiation of a treatment regimen, the re-
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productive capacity Rcap(j) decreases (see figure 4.19), because susceptible strains are cleared. When
viral rebound begins, the population of replication-competent infectives, that might confer resistance
to any prospective treatment j, increases. A saddle point in Rcap(j) denotes the point in time where
the trade-off between increase of susceptible- and decrease of resistant viral strains is reached.

The saddle point can be determined by taking the derivative of Rcap(j) as the objective function.
Under the previously described assumptions, the derivative should turn from negative to positive.

switch if:

min
j∈J

(
d

dt
Rcap(j)

)
= 0. (4.54)

The time, when the last saddle point in Rcap(j) for all j ∈ J is reached, is our criteria to switch
treatment, because at the actual time it is not certain whether some Rcap(j) might reach the overall
smallest value of all possible drug combinations J , as long as it is still decreasing (see fig. 4.19).

What to switch to.

When a treatment switching point is being detected, it is best to choose the treatment as the next
regimen, that allows the smallest amount of replication (= resistance development). The reproductive
capacity Rcap(j) determines exactly this quantity. Therefore, treatment regimen j is chosen, if Rcap(j)
is minimal over all alternative treatment options J .

switch to j if:

Rcap(j) = min
j∈J

(Rcap) . (4.55)

4.6.4 First Combination

In table. 4.1 we have shown that the time to virological rebound depends on the compound, or more
precisely on the half life of the drug’s target. In terms of the reproductive capacity, we have shown
that different drug classes induce different decay dynamics for the reproductive capacity. For combi-
nations of drugs this decay behavior is shown in fig. 4.19 (right). From fig. 4.19 (right) we infer that
a combination of protease inhibitors (PI) and reverse transcriptase inhibitors (RTI) is most efficiently
reducing the reproductive capacity initially.

We speculate, that it is important to reduce the infection’s ability to produce offspring rapidly,
because it would decrease the cumulative probability to develop resistance against any treatment.
This speculation is visualized in fig. 4.15. In fig. 4.15 one drug (drug A) has a very rapid effect on
the infection, that levels off quickly, while another drug (drug B) has a slower, but more sustained
effect. In this example it might be of advantage to apply the drug with the rapid effect first, in order
to minimize the initial propensity of resistance development and then to continue with a drug that
exhibits a more sustained effect. Thus, the second drug makes use of the beneficial starting position
and reduces the propensity of resistance development subsequently, minimizing the overall probability
to develop resistance. The probability to develop resistance within a certain time-frame is related to
the area-under-the-curve (AUC) of the propensity to develop resistance (fig. 4.15, left). The solid and
the dashed line in fig. 4.15 represent a different sequence of the drugs (solid: first drug A, then B,
dashed: first B, then A). It can be seen from this illustration that using a drug which has a rapid,
but not sustained effect, prior to using a drug with a sustained effect, results in a decreased AUC.

For the considerations above, we choose an initial combination consisting of PI + RTI.

4.6.5 Simulations

In figure 4.21 we show the trajectory of the reproductive capacity Rcap(j) in the case of successful
drug sequencing (eradication of all productively infected cells). The blue trajectory that lies above the
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Figure 4.20: The probability to develop resistance might depend on the sequence of drugs. Left: The total population
of infectives decreases faster, when a ’fast acting’ drug (solid line) is applied first. The propensity to develop resistance
can be assumed to be proportional to the population size. Right: The corresponding cumulative probability of escape
for the two sequences of drugs. Drugs, which decrease the population of infectives very fast (act on infectives with short
life-spans) are ideal in initial combinations.

other trajectories is the reproductive capacity evaluated in the absence of treatment Rcap(ϕ). Drug
switching (indicated by dashed vertical lines) occurs at irregular patterns with longer periods of drug
application as the infection approaches eradication (t > 300 days). The ’stairs’ in the reproductive
capacity (that coincide with drug switches) are related to the application of PI/MIs, which primarily
affect the free infectious virus, which is cleared rapidly (thus causing ’stairs’).

Since hybrid simulations represent one possible realization (subject to randomness), it is necessary
to run multiple simulations to achieve statistically significant insights. In figure 4.22 (left) we show
a Kaplan-Meier plot of the rate of success (defined as eradication of productively infected cells) as a
function of time for 100 hybrids stochastic-deterministic simulations. In the example shown in figure
4.22 (left), treatment leads to viral rebound in 100% of all cases.

In fig. 4.22 (right) we show the average runtime of a single hybrid realization of the model
(eq. (4.37)) with the indicated number of possible mutants. With the current implementation of
the model, it is possible to consider 8 resistance mutations (average runtime = 35h on a single cpu
with 2.833 Ghz).

4.6.6 Success-rate Depends on Number of Sequencable Drugs

We have evaluated the optimal treatment sequencing strategy with the virus dynamics model in
table 4.2 (and fig. 4.7). For the evaluation in table 4.2, we have taken various worst-case scenario
assumptions. (i) A single point mutation confers high level resistance to each drug. (ii) All free virus
is infectious (q · p · ρPR = 1). (iii) The initial composition of the viral population consists of both
mutants and wildtype according to their fitness. Therefore, each resistance to a single drug is readily
present at the initiation of the first therapy and multiply resistant mutants are likely to be present.
In the simulation example, we chose to administer two compounds in parallel, which sets a lower
barrier to resistance to each combination, but allows more combinations to be sequenced (and thus
the algorithm to be tested). We evaluated combinations of selective disadvantage s and number of
compounds that can be sequenced. For each field in table 4.2, we evaluated 100 simulations.
The simulation results show that the rate of success with our novel strategy increases with the

number of drugs that can be sequenced. Therefore, with the exploitation of novel targets against
HIV (discussed in chapter 3), more drugs, which can be sequenced become available and it becomes
more likely, that a drug sequencing strategy, as the one presented, might be successful in eradicating
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Figure 4.21: The reproductive capacity in the context of a succeeding drug sequencing strategy. blue line: Rcap(ϕ).
Vertical dashed lines: switching times. Two drugs were given in parallel. Available drugs were 2 PIs, 1 NRTI, 1
NNRTI, 1 FI, 1 InI. The selective disadvantage of a resistance mutation s = 0.7. The drug efficacy was assumed to be
85 %. Single resistance mutations conferred 90 % resistance against the drug. 80 % of the virus was assumed to be
infectious in the absence of any drugs. Other parameters: λT = 2 · 109, λM = 4.95 · 108, δT = δT1 = 0.02, δT2 = 1,
δM = δM1 = δM2 = 0.0495, βT = 8 · 10−12, βM = 8 · 10−15, kT = 0.35, kM = 0.35, NT = 1000, NM = 100, cl = 23,
δPIC = 0.35. The lower threshold for the frequency of drug switching: 7days.
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Figure 4.22: Left: Cumulative probability distribution of success in an ensemble of 100 hybrid stochastic-deterministic
simulations. In the present example treatment is unsuccessful in 100 % of all cases (Simulation details: seven sequence-
able drugs and a selective disadvantage of 20 % per resistance mutation). Right: The average runtime for hybrid
simulations containing the indicated number of possible mutants. Error bars indicate standard deviation.

productively infected cells.
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# ortho. drugs 4 5 6 7 8

s = 0.6 100% 100% 100% 100% 100%
s = 0.55 65 % 100% 100% 100% 100%
s = 0.5 15 % 100% 100% 100% 100%
s = 0.45 0 % 100% 100% 100% 100%
s = 0.4 0 % 91,921% 99,1001% 100% 100%
s = 0.35 0 % 44,401% 92,961% 95,1001% 97,941%
s = 0.3 0 % 0,11 % 59,781 % 67,711% 79,881%
s = 0.25 0 % 0 % 5,71% 8,161% 22,341%
s = 0.2 0 % 0 % 0 % 0 % 1,11%
s = 0.15 0 % 0 % 0 % 0 % 0 %

Table 4.2: % treatment success (no virological rebound during 1000 days) based on 100 simulations for each field.
Simulations started in a steady-state distribution over all mutants (each single drug mutation present). Two drugs
were given in parallel. 4 drugs were 2 PIs, 1 NRTI, 1 NNRTI 5: + FI, 6: +InI, 7: + CCR5-antagonist, 8: + MI.
The selective disadvantage of a resistance mutation s as indicated. The drug efficacy was assumed to be 85 %. Single
resistance mutations conferred 90 % resistance against the drug. Other parameters: λT = 2 · 109, λM = 4.95 · 108,
δT = δT1 = 0.02, δT2 = 1, δM = δM1 = δM2 = 0.0495, βT = 8 · 10−12, βM = 8 · 10−15, kT = 0.35, kM = 0.35,
NT = 1000, NM = 100, cl = 23, δPIC = 0.35. The lower threshold for the frequency of drug switching 7days, or 3days
(indicated with 1).

4.6.7 Clinical Implementation of Optimal Strategy Requires High-resolution
Resistance Assays

In fig. 4.23, we show the abundance of drug resistant strains in the case where the proposed strategy
(eq.(4.54), (4.55)) was successful (left) and where it failed (right).

In the case of success (fig. 4.23, left), resistant strains become abundant in less than 20% of
the population, which is the critical detection limit in standard phenotypical and genotypical assays
[125, 126]. Ignoring all other limitations (laboratory delay, sampling frequency), it can therefore be
inferred that standard assays cannot detect the optimal treatment switching time. However, novel
developments, such as the pyrosequencing technology [129, 522–524] might possibly overcome these
limitations in the future.
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Figure 4.23: Left: Abundance of mutant strains in the case of succeeding drug sequencing strategy. Right: Abundance
of mutant strains in the case of failing drug sequencing strategy.

4.7 Summary

In HIV therapy, mathematical models are a valuable tool to interpret the time course of virological
markers (e.g. HIV RNA) during HIV treatment [11–14, 525] and contribute much to our current
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understanding of the in vivo dynamics of HIV. However, established models cannot accurately incor-
porate the mechanism of action of novel antivirals.

With the growing repertoire of novel antiviral drug classes, there is a demand for mathematical
models that can help to interpret clinical markers of drug efficacy. We explain in section 4.2.6 how
the action of established-, novel- and prospective drugs can be incorporated in a structural model of
the viral replication cycle.

Viral decay rates are often used to assess the efficacy of HAART regimens (e.g. [526–528]). In
clinical studies, the first approved integrase inhibitor, raltegravir, induced an extremely rapid decline
in viral load both when applied as monotherapy [529] and in combination with an optimized NRTI
background therapy [484,530–532]. While it was initially speculated that the observed decline might
be a result of superior potency of raltegravir, it is now emerging that the viral decline in InI-based
therapy might be a class-specific phenomenon [533, 534]. To the contrary, superior potency of InIs
was not confirmed by single-round infectivity assays [131]. The mechanisms underlying the decay
dynamics are still not clear [535] and controversially discussed [484,498].

From the discussion above, three major questions arise: (i) How do InIs cause the rapid viral
decay? (ii) Is The viral load decay a good marker to assess the in vivo drug potency? (iii) Are there
better markers to assess the in vivo potency of antivirals?

In section 4.5.3 we have explained that the rapid viral decay, that is observed with InIs is not
necessarily an indicator of greater potency, but rather a result of their target location within the viral
life cycle. The impact on viral load is delayed by the viral life cycle, for all drugs (EI, RTI, PI, MI)
except InIs. InIs, to the contrary, have a direct impact on the amount of viral release (thus viral
decay) by reducing the number of virus producing, late-stage infected cells (T2,M2). Thus, the onset
of observed viral decay is faster for InIs, than with other compounds, irrespective of their potency
(which was set equal for all compounds in fig. 4.15, left). Our insight was derived from our detailed,
mechanistic model and confirms the result in [498], who claim that the decay dynamics depend on the
inhibited stage of the viral life cycle.

For antivirals that affect the viral load in an identical way (see eq. (4.51)), it is possible to re-
late their potencies by comparing viral load decline. However, if the effect on viral load decline is
not identical (e.g. between NRTIs and InIs), it is not possible to compare the compounds’ potency,
based on viral load decay. Therefore, before the introduction of InIs, viral load decline served as a
good marker of drug potency at the enzymatic level. However, when comparing e.g. InIs with other
drug classes, it might lead to false conclusions about the potencies of these drugs at the enzymatic level.

Antivirals affect the virus’ ability to replicate. Phenotypic/single round infectivity assays assess
the in vitro efficacy of antivirals by measuring the virus’ ability to produce offspring. However, in
vitro, the host response to infection that occurs in vivo (e.g. by clearance of virus and infected cells)
cannot be accurately represented. We therefore transfer the concepts of validated in vitro experi-
ments (the compounds’ effect on offspring production) into a mathematical framework, which we use
in our novel virus-dynamics model to estimate the in vivo efficacy of different drug classes. We call
this novel term the ’reproductive capacity’. The reproductive capacity allows to extract and analyze
key characteristics and differences between drug classes that have an impact on the overall efficacy
of HIV drugs. The reproductive capacity can be used to distinguish class-specific in vivo efficacy of
antivirals based on the hosts’ ability to clear the targeted infective in the viral life cycle. The main
conclusion is that the in vivo efficacy (in terms of the reproductive capacity) is larger for compounds
that target viral life-stages that are cleared at a fast rate. It is generally assumed, that the free virus
is cleared at the fastest rate [11, 490]. Since MIs and PIs reduce the production of infective Virus VI

(see fig. 4.5), they therefore reduce the virus’ ability to produce offspring faster than all other drug
classes. Furthermore, since resistance development is correlated with the extend of replication, it can
be inferred that PIs and MIs, based on their viral target, are the most efficient drug classes in terms of
reducing the probability of resistance development. This assumption correlates well with the observed
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rebound times in table 4.1 and is also supported by the fact that the introduction of PIs marked the
success of HAART.

In the present example, to analyze differences in class-wide in vivo drug efficacies, we have not
focussed on compound-specific attributes, such as the inhibitory concentration (typically assessed by
the IC50 value), pharmacokinetics and the genetic barriers to resistance. The results can therefore
be used to generally rate pharmaceutical targets within the viral life cycle. Our findings suggest for
drug discovery that the target half life is another important factor for the overall success of an HIV
compound, besides the affinity of a drug to its molecular target, its pharmaceutical penetration into
target cells and its genetic barrier to resistance.

The reproductive capacity has been shown to be a predictive tool for drug failure (see table 4.1)
and might be a valuable tool to determine drug regime change- and selection, prior to virological
failure [536].

We have evaluated this in sec. 4.6 where we propose an optimal drug switching strategy. In contrast
to all currently applied drug switching strategies (that are based on viral load), the novel strategy
evaluates the ability to produce offspring. Instead of focussing on the failure of the actual treatment,
it evaluates if the actual treatment is of any advantage to the prospective treatment. One of the
main results from the extensive analysis is that the rate of success of our proposed strategy increases
with the number of sequencable drugs (see table 4.2). The overall trend in HIV drug discovery goes
towards the exploitation of novel targets (see section 3), thus supporting a strategy that is based on
the availability of many alternative treatment options.

The central component of our novel drug switching strategy is the reproductive capacity. Utiliza-
tion of the reproductive capacity in clinical practice requires a detailed knowledge about the viral
quasi-species composition. In the past, it has only been possible to detect viral mutants that occur
at least in 20% of the viral population, using phenotypic assays [125], and in 20 − 50% of the viral
population using genotypic assays [126]. The recent introduction of pyrosequencing technologies, how-
ever, allows to detect minor viral mutant forms [129, 522–524] and might therefore enable the use of
markers for virological failure, like the reproductive capacity, in order to determine the optimal time
for regimen change and the optimal follow-up combination, prior to the event of virological rebound.

4.8 Glossary: Viral Dynamics

viral quasi-species: Group of viruses related by a similar mutation or mutations, competing within
a highly mutagenic environment.
fitness landscape: fitness landscapes are adaptive landscapes that visualize the relationship between
genotypes (or phenotypes) and reproductive success. In the fitness landscapes, fitness is denoted by
the height of the landscape. Genotypes which are very similar are said to be close to each other,
while those that are very different are far from each other. The two concepts of height and distance
are sufficient to form the concept of a landscape. The set of all possible genotypes, their degree of
similarity, and their related fitness values is then called a fitness landscape.
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Part III

Pharmacokinetic- &
Pharmacodynamic Modelling
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Pharmacokinetics (PK) is defined as the study of the motion of drugs within biological systems
(concentration-time, see fig 4.24, upper left). In other words ”what the body does to the drug”.

Pharmacodynamics (PD) on the other hand is defined as the study of how chemical substances interfere
with biological systems (response-concentration, fig. 4.24, upper right); -”what the drug does to the
system”.

10
−2

10
0

10
2

0

20

40

60

80

100

  IC50 

Concentration [ µM]
(1

 -
 ε

 (
C

))

 

10
4

 

0 1 2 3 4 5 6 7 8 9 10

10
−1

10
0

10
1

10
2

time [h]

C
o

m
c

e
n

tr
a

ti
o

n
 [
µ  

M
]

0 2 4 6 8 10
0

20

40

60

80

100

time [h]

efficient

unefficient

Pharmacokinetics Pharmacodynamics

PK-PD: temporally resolved drug-effects

(1
 -

 ε
 (

t)
)

Figure 4.24: Pharmacokinetics, pharmacodynamics and the PK-PD-relationship

From pharmacodynamic studies, the relationship is established between the concentration of the
drug (e.g. at a target site) and the expected effect. This is typically done in vitro on the basis of
constant drug concentrations. However, in vivo drug concentrations are not static. The temporal
resolution of drug exposure is revealed in pharmacokinetic studies. By combining pharmacokinetics
and pharmacodynamics (pk-pd) it is possible to predict the temporal drug effects (fig. 4.24, lower
figure) as they would appear in vivo. It is very important to establish this relation, because generally,
once a drug is approved, the only adjustments in a clinical setting are: (i) What amount of drug to
give and (ii) how often to give it.

In HIV treatment, the clinical endpoints (e.g. viral load) under therapy are always a result of the
temporal drug effects (pk-pd).

In the previous chapter, we have introduced a novel model that can incorporate drug effects
mechanistically. We have analyzed the effects of anti-HIV drugs on clinical markers, utilizing constant
efficacy terms.

(1− ε) = const. (constant efficacy) (4.56)
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This model, however, neglects two important aspects: (i) The drug concentration at the target site is
responsible for the intensity of a drug response. The link between (a fixed) drug concentration and
response is established by the pharmacodynamic model. (ii) In order to resolve the temporal aspects
of pharmacological response it is necessary to resolve the temporal aspects of drug concentration by
pharmacokinetic modelling. In this chapter, we will explore realistic pharmacokinetic and pharmaco-
dynamic models, that allow to resolve drug efficacies temporally (1− ε(t)).

In the first section, we will present pharmacokinetic models, followed by a section on pharmaco-
dynamic models. Finally, we will give several distinct modelling examples.



Chapter 5

Pharmacokinetic Modelling

In pharmacokinetics, the time-course of drugs (in relevant compartments) is studied [537]. The
concentration-time profile of a drug is usually assessed within the blood-plasma, because the drug

is usually transported to the effect-site via the blood stream and because blood-samples can easily be
derived from patients. For model validation, it is therefore necessary to accurately capture the blood-
plasma pharmacokinetics. Drug concentrations at the site of effect are rarely available. However,
often they can be related to the blood-plasma concentrations from patients, either by some linear- or
non-linear functions.

The simplest model is the one-compartment model, which assumes instantaneous distribution of
the drug into all body compartments. It is described by the following differential equation:

Vss︸︷︷︸
distribution

d

dt
C =

absorption︷ ︸︸ ︷
vin(t) −C · CL(t)︸ ︷︷ ︸

elimination

(5.1)

where Vss [volume] denotes the ’volume of distribution’, which is a hypothetical volume with the
same distribution characteristics as the blood plasma [538]. As an example: if the drug distributes
instantaneously into the blood (volume of 5L) and three times more intensely into the adipose tissue
(10L) and nowhere else, then the ’volume of distribution’ is 5L + 3x10L = 35L. We will present
modelling approaches for drug distribition in section 5.3. The parameter vin(t) in eq. (5.1) describes
the influx of drug into the system (the amount of drug that reaches the circulation/blood-plasma)
through e.g. oral application of a pill or an intravenous injection. Models for drug absorption will be
discussed in section 5.2. Finally, CL(t) [volume/time] describes the elimination of the drug from the
body, e.g. through metabolic degradation, or urinary/bilary/fecal excretion. In the most simple case
CL(t) is a constant.

The example shows, that the pharmacokinetics of a drug can be described by modelling the
following three processes:

• absorption

• distribution

• elimination

We will present models for absorption, distribution and elimination respectively in sections 5.2-5.4.
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5.1 Modelling Approaches

There are different approaches in pharmacokinetics, such as ’non-compartmental’ analysis, ’compart-
mental’ modelling and ’physiologically-based’ modelling [539]. Generally, the availability of data and
the study objectives determine the modelling approach.

The non-compartmental approach attempts to model the response rather than the structure of a
process and is mainly used to derive pharmacokinetic parameters from in vitro/in vivo data. The
underlying principles are often based on a one-compartment model with linear kinetics (e.g. [540]).

The ’compartmental’ approach utilizes ’kinetic compartments’ (see glossary), which by themselves
have little physiological and anatomical meaning. The ’compartmental’ approach follows the principle,
that ’simpler is better’ [541]. A minimum number of compartments is used. Additional compartments
are included, only if the data suggests that they are necessary. Thus, a one-compartment model will
be used unless the data indicates to ”require” a more complex model, such as a two-compartment
model. Thus, the study objectives, as-well as the available data provide the structure of the model.

Physiologically based pharmacokinetic (PBPK) models are specific compartmental models that
utilize ’anatomical compartments’ (see glossary). The PBPK compartments represent physiological
compartments, such as organs [542, 543]. Therefore, the compartments are more meaningful than
in the previously discussed model approaches. PBPK models include blood flow, distribution- and
elimination from individual organs and tissue groups. They thus provide a more mechanistic basis
of the observed pharmacokinetics. However, PBPK models require an improved theoretical basis for
predicting pharmacokinetic effects. Because of the complexity of this approach, many parameters and
assumptions may not be verified.

However, one strength of this approach is that it can take in vitro or in vivo data as input, combine
it with known physiological data and predict in vivo profiles [544]. The model assumptions remain
disclosed and testable in vitro, in contrast to lumped parameters in e.g. compartmental approaches.

The basic structure of a PBPK model is provided by the exchange of drug through the blood flow
between different anatomical compartments (see fig. 5.1). The lung ’lun’ gets input from the vene
’ven’ and drug leaving the lung enters the artery ’art’. The gut ’gut’, spleen ’spl’ and pancreas ’pan’
get input from the artery and emit drug into the portal vein ’hep, art’, that feeds into the liver ’liv’.
Drug leaving the liver enters the vene. All other tissues ’tis’ receive input from the artery and drug
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leaving these compartments enters the vene. The differential equations are as follows

Vlun
d

dt
Clun = Qlun (Cven − Cv ,lun) ; (5.2)

Cv ,lun =
Clun

K lun:b

Vart
d

dt
Cart = Qlun (Cv ,lun − Cart) (5.3)

Vtis
d

dt
Ctis = Qtis (Cart − Cv ,tis) ; (5.4)

Cv ,tis =
Ctis

Ktis:b

tis = all tissues except liv and lun

Vliv
d

dt
Cliv = Qliv (Cin − Cv ,liv)− CLint · Cv ,liv; (5.5)

Cv ,liv =
Cliv

K liv:b

Cin =
QpanCv ,pan +QgutCv ,gut +QsplCv ,spl +Qhep,artCv ,art

Qliv

Vven
d

dt
Cven = Qlun (Cv ,in − Cven) + vi.v.(t), (5.6)

Cv ,in =
∑
tis

QtisCv ,tis

Qlun
,

tis = all tissues except lun, gut, spl and pan

Cv ,tis is the venous-blood-leaving-tissue drug concentration. The parameter Q denotes the respective
blood flow in- or out of the organ and the parameters vi.v.(t) and CLint denote the influx of drug by
intravenous administration and the metabolic clearance of drug, discussed further in section 5.2 and
5.4, respectively. The tissue-to-blood partition coefficients Ktis:b are one of the most important input
parameters in PBPK modelling. Their derivation will be discussed in section 5.3. One attribute of
the PBPK model is that is does not assume instantaneous drug distribution into all tissue per se.

In summary, PBPK models offer the advantage that data from various sources (e.g. in vivo,
in vitro and in silico) can be integrated in a mechanistic way to predict in vivo profiles. Therefore,
PBPK models can readily be used in the early stages of drug discovery [545–547] and throughout drug
development [548], enabling the integration of novel insights, as they emerge. However, one problem is
their increased complexity and the non-identifiability of many model parameters and -assumptions and
the verifiability of predictions in compartments for which no data exists. Furthermore, the complexity
of the PBPK model does not reveal the underlying kinetic structure.

However, PBPK models can be reduced to derive compartmental models that more intuitively
reveal the kinetic structure and allow for elaborated model analysis [549–551]. Since compartmen-
tal models usually compromise a limited number of (lumped) parameters, they are also suitable for
parameter estimation and analysis of population effects (e.g. using NLME techniques). Therefore,
through combining PBPK modelling and compartmental modelling, it is possible to make use of the
strengths of both approaches and eliminate the weaknesses of each individual approach (as suggested
by [548]). We have illustrated the general pharmacokinetic modelling strategy in fig. 5.1. Generic
physiologically based pharmacokinetic (PBPK) models require a small number of in vitro parameters
to produce in vivo predictions [544–547]. This model can subsequently be simplified to reveal the un-
derlying kinetic structure and validated- or falsified with experimental data. In any case, the PBPK
model can be refined based on any data that becomes available, possibly changing the structure of
the compartmental (kinetic) model.

In the next sections, we will present models on absorption, distribution and elimination in the
light of the discussed overall modelling strategy (fig. 5.1).
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Figure 5.1: Proposed pharmacokinetic modelling pipeline. 1. In vitro data can be integrated into a physiologically
based pharmacokinetic (PBPK) model. 2. the complexity of the PBPK model is reduced (”lumping”), which allows
more elaborated model analysis and use. 3. If in vivo data suggests that an important process is not considered by
the model, new experiments are carried out. The results of these experiments can be integrated into the PBPK model,
etc...

5.2 Absorption

Drugs can be applied through several routes: intra-venous, orally, intro-muscular, subcutaneous, by
inhalation, intranasal and transdermal. Amongst these routes, intravenous (i.v.) and oral (p.o.) ad-
ministration are the most common. All anti HIV drugs are applied orally or intravenous, with the
exception of the fusion inhibitor enfuvirtide, which is applied by subcutaneous injection or intra-
venously. A model for the subcutaneous injection of enfuvirtide is readily provided in [552]. For these
reasons we will only focus on models of oral absorption and intravenous injection.

5.2.1 Intravenous Administration

The easiest absorption model is a constant bolus infusion. Denote by T0 the starting time of the
injection, by ∆T the duration of the injection, by dose the amount of drug to be injected. Then, the
mass inflow is given by

vin =

{
dose/∆T ; t ∈ [T0, T0 +∆T ]

0; otherwise.
(5.7)

This model can readily be integrated into a compartmental model (central blood compartment) or
into a PBPK model (venous blood compartment).

5.2.2 Oral Administration

Modelling an oral application is much more demanding compared to an intravenous application.
Whereas 100% of the i.v. administered dose enters the blood stream, this is not necessarily the case
for orally administered drugs. This might have various reasons (fig. 5.2) [538]:

• only a fraction of the drug that has been swallowed might be absorbed into the gastrointestinal

cells. This parameter is denoted the ’fraction absorbed’ (
∞∫
0

Fabs(s)ds). The residual fraction will

be excreted without ever having entered the body.

• Some proportion of the absorbed drug might readily be degraded within the gut cells (entero-
cytes). We call this parameter the gastrointestinal extraction Egut.
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Figure 5.2: Schematic illustration of the distinct obstacles that an orally administered drug has to master in order to
enter the blood stream.

• After having passed the gastrointestinal wall, the drug enters the portal vene, which transports
the drug into the liver. Many drugs are converted into metabolites, that do not confer any
efficacy. The proportion of drug that is extracted here is denoted by Ehep. After having passed
the liver, the drug enters the systemic circulation.

Thus, only a fraction of the administered dose ever enters the systemic circulation, where it could
potentially exert its effect. This fraction is called the bioavailability Fbio of the drug [538].

Fbio = (1− Egut) · (1− Ehep) ·
∞∫
0

Fabs(s)ds. (5.8)

Models for drug elimination will be discussed later in section 5.4.
The bioavailability can be experimentally determined if in vivo pharmacokinetic data for i.v.

administration and p.o. administration is available [538], by

Fbio =
dosep.o. ·AUCp.o.

dosei.v. ·AUCi.v.
(5.9)

where AUC refers to the area under the plasma concentration curve. Alternatively, if insufficient data
is available, Fbio can be estimated from in vitro/in vivo using physiologically based modelling.

In fig. 5.3 we show Fbio of some anti-HIV drugs. Some protease inhibitors (especially saquinavir and
darunavir) and the novel CCR5-antagonist maraviroc have very low intrinsic bioavailabilities. This is
mainly due to poor absorption (affecting Fabs) (extensive efflux from gut cells into the GI-lumen) and
extensive metabolic degradation, both in the enterocytes (affecting Egut) and the liver (affecting Ehep).
The PI ritonavir can block the efflux transporters, that are responsible for the poor absorption of these
compounds and the enzymes that are responsible for the degradation. Therefore, co-administration
with low-dose ritonavir, can sufficiently increase Fbio for these compounds (see fig. 5.3) [443]. In the
case of zidovudine, didanosine and tenofovir, different transporters and enzymes are responsible for
their poor bioavailability. Therefore, ritonavir-boosting cannot improve their bioavailability.

Compared to an i.v administration, there might be a substantial delay between the oral admin-
istration of a drug and the time when the drug reaches the blood stream. Therefore, there might
ultimately be a delay between the administration of the pill and the commence of a drug-effect. The
length of the human small intestine (where most drugs are absorbed) is about 300 cm [559] and the
transit time is ≈ 3.5h [560]. Depending where the compound is primarily absorbed, will ultimately
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Figure 5.3: Bioavailabilities of various anti-HIV compounds. Data from [393, 405, 553–558] . SQV = Saquinavir, MRV
= maraviroc, DRV = darunavir, TFV = tenofovir, DDI = didanosine, AZT = zidovudine, IDV = indinavir, RTV
= ritonavir, DDC = zalcitabine, EFV = efavirenz, NFV = nefinavir, ABC = abacavir, DLV = delavirdine, 3TC =
lamivudine, d4T = stavudine, NVP = nevirapine, FTC = emtricitabine. SG: soft-gel formulation. HG: hard-gel
formulation

determine when it appears in the blood circulation after an oral administration. Therefore, the drug
absorbtion over time (determined by Fabs(t)) determines the delay in oral input.

In fig. 5.4, we show some pharmacokinetic profiles after an oral absorption. While intravenously
administered drug appears instantaneously in the blood stream, orally applied drugs might appear
with delays (e.g. fig. 5.4).

Depending on the availability of pharmacokinetic data it might require various approaches to model
drug absorption:

• Empirical Models, if in vivo pharmacokinetic profiles are available and the bioavailability is
known.

• Mechanistic Models, if Fbio is unknown, if in vivo data is not available, or both.

Empirical Models

The most simple absorption model is the first-order absorption model (see fig. 5.5, left panel). This
model assumes that drug is absorbed from the intestine with some constant rate [537].

d

dt
Cdepot = −ka · Cdepot (5.10)

d

dt
Ccentral = ka · Cdepot − ... (5.11)

where ka is the absorption rate constant (the release of drug into the blood compartment). If we set
Cdepot(0) = Fbio · dose, we can replace the depot-compartment with Cdepot(t) = Fbio · dose · e−kat and
derive

vin(t) = ka · Fbio · dose · e−kat. (5.12)
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Figure 5.5: Right:First-order absorption model

This model is very useful due to its simplicity and it takes only one parameter, that could eventually
be estimated from the in vivo profile. However, absorption rate constants ka are very difficult to
estimate by parameter-fitting. If the elimination of the drug is also given by some constant term, e.g.
vout(t)/Vss = ke, then a good estimate of the absorption rate constant can be derived, by evaluating
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tmax from the in vivo profile (see fig. 5.4) utilizing the following relation:

tmax =
1

ka − ke
ln

(
ka
ke

)
. (5.13)

However, eq. (5.12) assumes that drugs are constantly absorbed (see fig. 5.5, right panel). The absorp-
tion of many drugs, however, might not occur within the first compartments of the gastrointestinal
tract and might therefore be orderly delayed. This is a feature that cannot be captured by the
first-order model. For this reason, the inverse gaussian absorption model was proposed [561].

vin(t) = Fbio · dose ·
√

MAT

2πCVt3
exp

(
− (t−MAT)2

2CVtMAT

)
, (5.14)

where MAT denotes the mean absorption time and CV is the normalized variance of the distribution.
The inverse gaussian absorption model produces one peak absorption (see fig. 5.5, right), that can
be shifted on the time-axis. Although this model can produce potentially more realistic absorption
profiles, its main disadvantage is that it requires two parameters as input, that are very difficult to
estimate from in vivo pharmacokinetic profiles.

The empirical models (eqs. (5.12), (5.14)) can either be embedded into the central compartment of
a compartmental model, or they can be integrated into the blood-compartment of a physiologically-
based model.

Mechanistic Models

Mechanistic absorption models can be parameterized in terms of in vitro data and physiological data.
Several different models have been proposed: The Compartmental Absorption and Transit model
(CAT) [560, 562–564], the Advanced Compartmental Absorption and Transit model (ACAT) [565]
and the GastroIntestinal Transit and Absorption model (GITA) [566–568]. A common feature of all
of these approaches is that they represent the intestine by a chain of transit compartments from which
drug is absorbed into the portal vein. Willmann et al. [559, 569, 570] proposed a continuous transit
model that will not be discussed here.

In [560], Yu and Amidon proposed the compartmental absorption and transit (CAT) model. The
model considers the stomach, the small intestine (divided into seven compartments) and the colon,
which serves as a sink. For the model it is assumed that absorption takes place only in the intestine
compartments, and that the drug is present in the dissolved form. Furthermore, the intestinal com-
partments are not defined based on anatomical segmentation, but rather based on identical transit
times. The CAT model is defined by the following set of equations

d

dt
As = −ksAs (stomach)

d

dt
A2 = ksAs − ktA2 − kaA2 (intestine, n = 2)

d

dt
An = ktAn−1 − ktAn − kaAn (intestine, n = 3, . . . , 8)

d

dt
Ac = ktA8 (colon),

where ks denotes the rate of gastric emptying, kt denotes the small intestine transit rate, and ka denotes
the absorption rate constant. The initial condition for the above set of equations is As(0) = dose,
An(0) = Ac(0) = 0 for n = 2, . . . , 8. In [560], the rate constants are further specified as

kt =
7

Tsi
and ka =

2Peff

rSI
(5.15)
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The absorption rate constant has been derived, by assuming ka = SA · Peff/V and substituting the
surface area SA and the volume V with the corresponding parameters under the assumption of a
cylindric shape. Therefore, the model can be parameterized in terms of the mean small intestine
transit time Tsi (reference value: 3.32 [h] for humans [560]), the radius of the small intestine rSI
(reference value: 1.75 [cm] for humans [560]), the rate constant ks (reference value: 2 [1/h] [559]).
The effective permeability Peff is usually determined from in vitro experiments in Caco-2 mono-cell-
layers. Given the input parameters (dose and Peff), the mass inflow is given by

Fabs(t) =
8∑

n=2

kaAn(t).

Correct representation of the gastrointestinal tract as a series of compartments requires an anal-
ysis of small intestine (SI) transit time frequency distribution to determine the correct number of
compartments. Analysis of more than 400 human SI transit times revealed a log normal distribu-
tion with mean transit time of 3.32 [h]. The authors [560] determined that seven equal transit time
small intestine compartments gave the best fit to the observed cumulative frequency distribution. The
seven-compartment transit model may be visualized as having the first half of the first compartment
representing the duodenum, the second half of the first compartment, along with the second and third
representing the jejunum, and the rest representing the ileum [565]. The corresponding transit times
in the duodenum, jejunum, and ileum are 14, 71, and 114 [min].

The GITA-model [566–568] takes anatomical transit compartments (stomach, duodenum, jejunum,
ileum, cecum and large intestine) with corresponding transit rates kt in rats [568] and humans [567]
(for stomach, jejunum, ileum, cecum and below), but otherwise follows the same structure as the CAT
model. The absorption rate constants in [568] were determined experimentally. However, it is also
possible to use the absorption model in eq. (5.15) and calculate the absorption rate constants ka based
on anatomical GI-segment radii [559]. In fig. 5.6 we show the absorption profile of the NRTI zidovu-
dine in human, based on a transit compartment parameterized with physiological data from [559,567]
and drug-specific data from [571].
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Figure 5.6: Left: Fabs(t) for zidovudine in human based on a transit compartment approach. Right: Drug mass in
different anatomical GI-compartments. Parameters from [559,567,571]

In order to account for drug dissolution effects, Yu et al. [572] proposed the extended CAT
model. Based on the same assumption as for the CAT model, the drug is now considered in crystalized,
undissolved form AC , and in dissolved form AD (see fig. 5.7). The resulting set of equation is
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Figure 5.7: The extended Compartmental Absorption and Transit model.

d

dt
AC,s = −ksAC,s − kd(AC,s) ·AC,s (stomach),

d

dt
AD,s = −ksAD,s + kd(AC,s) ·AC,s

d

dt
AC,2 = ksAC,s − ktAC,2 − kd(AC,2) ·AC,2 (intestine, n = 2),

d

dt
AD,2 = ksAD,s − ktAD,2 + kd(AC,2) ·AC,2 − kaAD,n

d

dt
AC,n = kt (AC,n−1 −AC,n)− kd(AC,n) ·AC,n (intestine, n = 3,. . . ,8),

d

dt
AD,n = kt (AD,n−1 −AD,n) + kd(AC,n) ·AC,n − kaAD,n

d

dt
AC,c = ktAC,8 (colon),

d

dt
AD,c = ktAD,8,

In addition to the parameters of the CAT model, the (concentration dependent) dissolution rate kd
has been introduced

kd(AC,n) =
3D ·MW

ρ rh

(
Sw −

AC,n

Vn

)
in terms of the diffusion coefficient D in [area/time] (reference value: 5× 10−6 [cm2/sec] in [572]), the
density of the drug ρ in [mass/volume] (reference value: 1200 [mg/cm3] [572]), the initial radius of
the drug particles r in [length], the diffusion layer thickness h (reference value: 30 µm in [572]), and
the aqueous solubility Sw in [mol/volume]. Vn is the volume of the nth compartment which has not
been specified in the original publication.

Given the input parameters dose, ks, r, Sw and Peff, the mass inflow is given by

Fabs(t) =
1

MW

8∑
n=2

kaAD,n(t).

A further advanced version is implemented in the commercially available GastroPlus c⃝ software.
The underlying absorption model is called the ACAT (advanced CAT) model, which explicitly takes
the unreleased, undissolved and the dissolved species into account. The number of GI-compartments
is identical to the number of compartments in the extended CAT model.
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5.3 Drug Distribution

Drug binding and retention. It is often assumed, that only the unbound drug Cu can pass
the cellular membrane by passive diffusion, or interact with macromolecules that facilitate- or direct
membrane permeation [541]. Within the blood-plasma compartment, drugs can be aggregated with the
plasma proteins albumin and α1-acid glycoprotein (highlighted in fig. 5.9 for some HIV-compounds),
that prevent their movement across anatomical barriers like the plasma membrane of cells, or the
vascular membrane of blood vessels. The extent of plasma protein binding can usually be measured
ex vivo using human- or animal blood plasma and will therefore not be discussed in detail here.

Cells consists of chemically different subspaces. Within cells, the unbound drug is usually con-
sidered as the amount of drug that is dissolved in the aqueous space of the cell. Drugs can have a
considerable affinity to some of the constituents and concentrate within confining subspaces of the cell.
The timescales for the dissolution of drugs in tissue constituents (e.g. lipids) is assumed to be much
faster than the timescales of interest. Within cells and tissues, we will therefore estimate a lumped
parameter, the fraction of unbound drug fu, that indicates the extent of drug binging in cells/tissues
(see fig. 5.8, leftmost panel) at quasi steady-state.

Drug exchange through membranes. Unbound drug Cu can be exchanged between two ad-
jacent compartments that are separated by a membrane, (e.g. cell and interstitial space, plasma and
interstitial space, see fig. 5.8, center left panel). The transfer over the membrane can eliminate a
possible concentration gradient (equilibrating), or build up a gradient (concentrative). Furthermore,
transfer across the cellular membrane can be rate-limiting (see Glossary) on the timescales of inter-
est. Subcellular binding and exchange of drugs through e.g. the cellular membrane can be subsumed
into the tissue-to-plasma partition coefficient Kt:p, which characterizes drug distribution in the whole
tissue, typically under steady-state assumptions. However, possible membrane-limitation (see Glos-
sary) cannot be accurately modelled this way. For most tissues, however, membrane limitation is not
expected, nor does it effect the primary study objective.

Drug distribution with blood flow. A physiologically based pharmacokinetic (PBPK) model
(see fig. 5.8, center right panel) utilizes tissue-to-plasma partition coefficients Kt:p to model drug dis-
tribution into various tissues on the basis of the blood flow into tissues. The blood flow can limit the
distribution of drugs on the timescales of interest (see Glossary). However, if the tissue concentration
is not a study endpoint, then tissue compartments can be lumped into kinetic compartments (see
Glossary).

Extraction of kinetic features. It is possible to lump parts of the PBPK model to derive a
simplistic compartment model (see fig. 5.8, rightmost panel) that uses a minimal number of parameters
and compartments to accurately capture the drugs’ pharmacokinetics. This is especially useful, if
verifying assumptions for the PBPK model are missing, if the main purpose lies is the mathematical
analysis of the model, in parameter estimation or if only a subset of compartments are of importance
(like e.g. the central (blood) compartment).

In order to resolve drug distribution we will first introduce the concept of drug binding to tissue
constituents, then derive equations for the exchange of free drug Cu of adjacent compartments and
present models that predict the extent of tissue binding. Finally, we will introduce equations which
allow us to lump tissues compartments into kinetic compartments, that can be used in a compart-
mental approach. While in this section we will use the concepts to lump compartments, we will in
section 5.5 conserve as much detail as possible at the effect site.

5.3.1 Drug Binding and Retention

In case of a linear, i.e., non-saturable relationship between the unbound aqueous and the total drug
concentration, we can define

Cx
u = fu

x · Cx, (5.16)
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where fu
x denotes the unbound fraction of drug in the sub-compartment x, which is defined as the

steady state distribution between the unbound aqueous concentration and the total concentration
fu

x = Cx
u/C

x. If the relation between the total concentration C and the unbound aqueous concentra-
tion Cu is assumed to be non-linear, e.g., due to saturable binding processes, equation (5.16) has to
be replaced. We will comment on this and illustrate possible extensions below.

First, we consider a linear relation between the unbound aqueous and the total drug concentration.
We restrict our consideration to a single sub-compartment x to derive a predictive equation for fu

x.
Let us assume that within the compartment x, the compound distributes into neutral lipids or phos-
pholipids, and is present in water in dissolved form or bound to proteins; other effects are considered
neglectable. Then, the total amount of drug Ax in the sub-compartment x is given by [573–575]

Ax = Au +Apr +Anl +Anp, (5.17)

where Au denotes the amount of unbound drug in water, Apr the amount of bound drug in the water,
Anl and Anp the amount of drug partitioned into neutral lipids (nl) and phospholipids (np). Let us
denote by V z:x the fractional volume of the constituent z (e.g., water, neutral or phospholipids) with
respect to the total volume of the sub-compartment x, i.e.,

V z:x =
V z

V x
. (5.18)

Dividing eq. (5.17) by the total sub-compartment volume V x yields

Cx = (Cu + Cpr) · V w:x + Cnl · V nl:x + Cnp · V np:x (5.19)

with Cu = Au/V
w, Cpr = Apr/V w, Cnl = Anl/V nl, and Cnp = Anp/V np. Dividing by the unbound

aqueous concentration Cu and exploiting linear binding and distribution processes such that Cu =
fu

xCx, we finally obtain

1

fu
x =

(
1 +

Cpr

Cu

)
V w:x +

(
Cnl

Cu

)
V nl:x +

(
Cnp

Cu

)
V np:x. (5.20)

The concentration ratios on the right hand side of eq. (5.20) can be interpreted as partition coefficients
associated with the different sub-compartment constituents: the protein-unbound, neutral lipids-
unbound and neutral phospholipids-unbound partition coefficients

Kpr:u =
Cpr

Cu
, Knl:u =

Cnl

Cu
, Knp:u =

Cnp

Cu
. (5.21)
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This finally yields

1

fu
x = (1 +Kpr:u) · V w:x +Knl:u · V nl:x +Knp:u · V np:x. (5.22)

Hence, the inverse of the unbound fraction is a weighted sum of different constituent partition co-
efficients. The weighting factors are given by the volume fractions of the tissue constituents. The
above relation is not restricted to the chosen example, but is much more general: Assume that the
sub-compartment comprises water and constituents z ∈ {a, b, c, . . .} in which drug can be retained.
Then, the unbound fraction fu

x satisfies

1

fu
x = V w:x +

∑
z∈{a,b,c,...}

Kz:u · V z:x. (5.23)

In order to derive a priori predictive models, the tissue constituents partition coefficients are ap-
proximated by parameters that can be approximated by in vitro surrogate measurements. To recognize
this and to find appropriate experimental realizations was the break-through in a priori determination
of partition coefficients [576, 577]. The differences between existing tissue distribution models regard
(i) the tissue constituents that are taken into account and (ii) the approximation of partition coeffi-
cients for the resulting constituents by in vitro data. Typically, ionization effects, potential binding to
acidic phospholipids and partitioning into the neutral- and phospholipids are processes associated with
the cellular space. Important processes in the interstitial space include binding to macro-molecules
and ionization effects. Plasma and erythrocytes partitioning are typically measured directly by in
vitro experiments.

Finally, let us consider a non-linear relation between the unbound and total concentration. E.g.,
assume that binding in the interstitial space is saturable, specified in terms of the dissociation constant
KD and the maximum number of possible binding sites B. Then, eq. (5.16) for x = i has to be replaced
by the equation

C i
u =

1

2

(
C i −B −KD +

√
(C i −B −KD)2 + 4KDC i

)
. (5.24)

Further extensions can be realized in a similar way.

The unbound fraction in plasma fu
p can directly be determined by in vitro measurements. We will

therefore not discuss it further here. In fig. 5.9 we show experimentally determined plasma binding
1− fu

p for some HIV compounds.

5.3.2 Drug Exchange Through Membranes and Partition Coefficients.

So far, we have derived the unbound concentration Cu of a drug with respect to the aqueous phase
within an anatomical compartment. It is usually assumed, that only the unbound drug Cu can pass
the cellular membrane by passive diffusion, or interact with macromolecules that facilitate- or direct
membrane permeation [541].

An organ is considered to consist of capillaries (blood), the interstitial space (the space between
cells) and the cells. We neglect the erythrocytes within the blood for a moment because they are
not in direct exchange with the tissues. Drug can be exchanged between the blood-plasma p and the
interstitium i and between the interstitium and the cells c. We can therefore derive the following set
of equations, that describe the exchange of drugs between the adjacent tissue sub-compartments:

V p d

dt
Cp = +advection (5.25)

−rp→i · Cp
u + ri→p · C i

u (5.26)

V i d

dt
C i = rp→i · Cp

u − ri→p · C i
u − ri→c · C i

u + rc→i · Cc
u (5.27)

V c d

dt
Cc = ri→c · C i

u + rc→i · Cc
u (5.28)
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Figure 5.9: Protein Binding of antivirals. Figure from [578]

where rp→i, ri→p, ri→c, rc→i are the fluxes [volume/time] of drug from the plasma to the interstitial
space, the interstitial space to the plasma, the interstitial space to the cell and the cell to the inter-
stitial space, respectively.

Example 1: Equilibrating Transport. If the drug exchange is primarily governed by passive
diffusion or equilibrating transport, then, rp→i = ri→p and ri→c = rc→i and for the dynamical equi-
librium (steady state), we derive

Assumption: Equilibrating Transport

Cp
u = C i

u = Cc
u. (5.29)

Recalling that the unbound aqueous concentration is defined with respect to water volume and ex-
ploiting eq. (5.29), we obtain for the unbound fraction in the tissue

1

fu
t =

Ct

Ct
u

=
(V iC i + V cCc)/V t

(V wiC i
u + V wcCc

u)/V
wt

(5.30)

=

(
V i

fu
i
+

V c

fu
c

)(
V wi + V wc

)−1 · V
wt

V t
, (5.31)

where the subscripts wt, wi and wc refer to the tissue-, interstitial- and cellular water, and V t = V i+V c

and V wt = V wi + V wc. We end up with the relation

V t

fu
t =

V i

fu
i
+

V c

fu
c . (5.32)

By definition, the tissue-unbound plasma partition coefficient is given by Kt:up = Ct/Cp
u . This yields

Kt:up =
1

fu
t , (5.33)

where we have again exploited that at steady state the unbound aqueous concentration are iden-
tical, i.e., Cp

u = Ct
u. Combining eqs. (5.32) and (5.33), we get the central relation between the tissue-

unbound plasma partition coefficient and the unbound fractions in the different sub-compartments:
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Partitioning: Equilibrating Transport.

Kt:up = V i:t

fui + V c:t

fuc (5.34)

Since we have Kt:p = fu
p ·Kt:up, we may alternatively predict the tissue-plasma partition coeffi-

cient Kt:p. Eq. (5.34) easily generalizes to more than two tissue sub-compartments.

Example 2: Concentrative Transport. We assume that the drug exchange is primarily gov-
erned by passive diffusion between the plasma p and the interstitial space i and we assume that the
drug is actively taken up into the cell c by some concentrative mechanism, in addition to passive
diffusion. rp→i = ri→p and ri→c ̸= rc→i and for the dynamical equilibrium (steady state), we derive

Assumption: Concentrative Transport

Cp
u = C i

u = Cc
u/α , (5.35)

where α = ri→c/rc→i is the ”influx ratio”. In this example, the influx is given by ri→c = ri→c
eq +

ri→c
conc, where ri→c

eq denotes the equilibrating mechanism (e.g. passive diffusion) and ri→c
conc denotes the

concentrative mechanism. For simplicity we assume that ri→c
eq and ri→c

conc are linear. From eq. 5.35 we
derive two relations:

Cc
u = α · Cp

u (5.36)

α = Cc
u/C

i
u. (5.37)

Under these conditions, we derive

1

fu
t =

(
V i

fu
i
+

α · V c

fu
c

)
· V wt

(V wi + α · V wc)V t
. (5.38)

utilizing eqs. (5.36) and (5.35). The tissue to unbound plasma partitioning coefficient (Kt:up) is
defined as

Kt:up =
Ct

Cp
u
=

1

fu
t ·

Ct
u

Cp
u
=

1

fu
t ·

V wiC i
u + V wcCc

u

V wtCp
u

=
1

fu
t ·

V wi + α · V wc

V wt
(5.39)

where we used eq. (5.37). Combining eq. (5.38) and (5.39) yields the final equation for the tissue to
unbound plasma partition coefficient:

Partitioning: Concentrative Transport

Kt:up = V i:t

fui + α·V c:t

fuc . (5.40)

Example 3: Passive diffusion of uncharged compound. Most drugs are weak electrolytes
(e.g. acids or bases). In solution, they can exist in an un-ionized (neutral) and ionized (charged) form.
Because the ionized form of the drug has a decreased lipid-solubility, it is stated in the pH partition
hypothesis, that the un-ionized (neutral) drug penetrates the membrane by many magnitudes faster
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than the charged form and that ionization is instantaneously achieved. As a consequence, the concen-
trations of the un-ionized species will equilibrate on both sides of the membrane. The concentrations
of the ionized species and therefore the total concentration may be different, depending on the solute
pH on either side of the membrane.

Based on the compounds pKa and the physiological pH in an anatomical compartment [573,579],
it is possible to calculate the neutral (uncharged) fraction fn for a compound in this compartment.
The derivation of fn is given in appendix A.

We assume that the unionized, unbound aqueous concentration is identical in all sub-compartments,
i.e.,

Assumption: Passive Diffusion of unionized drug

fnpCp
u = fniC i

u = fncCc
u. (5.41)

Recalling that the unbound aqueous concentration is defined with respect to water volume and
exploiting eq. (5.41), we obtain for the unbound fraction in the tissue

1

fu
t =

Ct

Ct
u

=
(V iC i + V cCc)/V t

(V wiC i
u + V wcCc

u)/V
wt

(5.42)

=

(
V i

fni fu
i
+

V c

fnc fu
c

)(
V wi

fni
+

V wc

fnc

)−1

· V
wt

V t
, (5.43)

Defining the neutral fraction in tissue fnt by

V wt

fnt
=

V wi

fni
+

V wc

fnc
, (5.44)

we end up with the relation

V t

fnt fu
t =

V i

fni fu
i
+

V c

fnc fu
c . (5.45)

By definition, the tissue-unbound plasma partition coefficient is given by Kt:up = Ct/Cp
u . This yields

Partitioning: Passive Diffusion of unionized drug

Kt:up = fnp

fntfut , (5.46)

where we have again exploited that at steady state the unionized, unbound aqueous concentration
are identical, i.e., fnpCp

u = fntCt
u. Combining eqs. (5.45) and (5.46), we get the central relation

between the tissue-unbound plasma partition coefficient and the unbound fractions in the different
sub-compartments:

Partitioning: Passive Diffusion of unionized drug

Kt:up = fnp

fni · V
i:t

fui + fnp

fnc · V
c:t

fuc . (5.47)
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Erythrocytes. Drug might also be distributed and retained in erythrocytes. The blood-plasma
ratio B: P is commonly measured in vitro. Using the hematocrit hct (reference: 0.45 in human), it is
possible to derive the erythrocyte-to-plasma partition coefficient Ke:p:

Ke:p =
B:P− (1− hct)

hct
. (5.48)

5.3.3 Parametrization

Partition coefficients Kx:y measure the ratio of drug concentration between two compartments x, y,
typically at steady state [537]. Partition coefficients between tissue and plasma Kt:p or tissue and
blood Kt:b can be measured experimentally in animals. However, obtaining these parameters is costly
and time-consuming, as the animals are usually sacrificed and tissues are extracted for measurement.
It is not possible to obtain these parameters for the human. A common approach is to assume that
the processes that underlie the distribution of a drug in the animal tissue are identical in the hu-
man [580]. However, this assumption might, in many cases, not be justified and consequently animal
tissue partition coefficients might be of little value to extrapolate to human.

To overcome the dilemma of potentially investing a large amount of money and time into an un-
certain benefit, it was proposed [573, 574, 576, 577, 579, 581] to estimate tissue partition coefficients a
priori from physiological- and in vitro data.

The published models predict the amount of bound (retained) drug in each tissue subspace (e.g.
interstitial space fu

i, cell fu
c, whole tissue fu

t) and then assume generic processes (like passive diffusion,
eqs. (5.33),(5.47)) to estimate the distribution of drugs within the subspaces of the organ and to derive
the tissue-to-plasma partition coefficientsKt:p. The models can, in principle, be also tailored to specific
compounds, by incorporating active (concentrative) transport (e.g. eq. (5.40)).

Published Models.

Figure 5.10: Tissue decomposition and processes underlying the a priori partition coefficient models for moderate to
strong bases by Rodgers et al. (left), and for neutrals and acids by Rodgers and Rowland (right). For details, see the
text.

Moderate to strong bases and type 1 zwitterions Rodgers et al. [573, 574] developed mech-
anistic equations to predict the tissue-unbound plasma partition coefficient for moderate to strong
bases (pKa ≥ 7.0) and type 1 zwitterions (at least one pKa ≥ 7.0). The model assumes that the
unbound (dissolved) drug is possibly ionized in the extra-cellular and intra-cellular space. In the
intra-cellular space, the ionized drug may bind to acidic phospholipids (rem), while the neutral form
may distribute into neutral lipids (nl) and phospholipids (np). Furthermore it is assumed that only
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the neutral species can cross membranes by passive diffusion; see Fig. 5.10, left for illustration. In
the following derivation, we identify the extra-cellular and intra-cellular space in [573, 574] with the
interstitial and cellular space. Moreover, we denote the water in the interstitial and cellular space by
(wi) and (wc).

The model is based on the following approximations of the constituent partition coefficients: (i)
cellular residual tissue components-unbound drug partitioning:

Krem:uc =
(
1− fnc

)
KA,AP[AP

−]rem, (5.49)

where [AP−]rem denotes the concentration of acidic phospholipids in the residual space, with corre-
sponding association constant KA,AP. (ii) Neutral lipids-unbound drug partitioning:

Knl:uc = fncP∗:w, (5.50)

where P∗:w is chosen to be the octanol-water partition coefficient Po:w for non-adipose tissue and the
vegetable oil-water partition coefficient Pvo:w for adipose tissue. (iii) Neutral phospholipids-unbound
drug partitioning:

Knp:uc = fnc
(
0.3 · P∗:w + 0.7

)
(5.51)

assuming that neutral phospholipids behave like a mixture of 30% neutral lipids and 70% water (as
initially suggested by Poulin and Theil in [576]).

Sub-compartmentalized tissue distribution model. Since no interstitial binding is consid-
ered, the unbound fraction in the interstitial space is

1

fu
i

= 1, (5.52)

while we obtain

1

fu
c = V wc:c + fncP∗:wV

nl:c + fnc
(
0.3 P∗:w + 0.7

)
V np:c +

(1− fnc)KA,AP[AP
−]c (5.53)

for the cellular unbound fraction, where we exploited the relation [AP−]c = [AP−]remV rem:c. Note
that V x:c = V x:t · V t/V c, so that volume fractions with reference to the cellular space can easily be
converted into those with reference to the tissue space (and thus we can use the readily available data
in [573,574,582]).

Lumped steady state model. Exploiting eq. (5.47) we obtain the tissue-unbound plasma
partition coefficient for moderate to strong bases:

Kt:up = V wi:t +
fnp

fnc
V wc:t + fnpP∗:wV

nl:t + fnp
(
0.3 P∗:w + 0.7

)
V np:t +

fnp
1− fnc

fnc
KA,AP[AP

−]
t
, (5.54)

where [AP−]t denotes the concentration of acidic phospholipids in tissue, which is related to the
corresponding cellular concentration [AP−]c by [AP−]cV c:t = [AP−]t. We remark that

1− fnc

fnc
= 10−(pHc−pKa) (5.55)

for mono-protonic bases. Typically, values for KA,AP are not readily available for the different tissues.
In order to estimate the unknown association constants, Rodgers et al. suggested to determine KA,AP

for the erythrocytes from the blood-plasma ratio B: P and use this value as an approximation for the
association constants in the other tissues. For details see [573, 583]. Parameter values can be found
in [573,574] for the species rat.
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Very weak bases, neutrals, acids and type 2 zwitterions In [574] Rodgers and Rowland de-
veloped mechanistic equations to predict tissue-unbound plasma partition coefficients for very weak
bases (pKa < 7.0), neutrals, acids and type 2 zwitterions (no pKa ≥ 7.0). The model assumes that
the drug is dissolved and possibly ionized (for acids, very weak bases, and type 2 zwitterions) in the
extra-cellular and intra-cellular space. It may bind in either form macromolecules (albumin for acids
and weak bases, lipoproteins for neutrals) in the extra-cellular space, and distribute into neutral lipids
and phospholipids in unionized form in the intra-cellular space. Furthermore it is assumed that only
the neutral species can passively diffuse across membranes; see Fig. 5.10 (right) for illustration. In
the following derivation, we again identify the extra-cellular and intra-cellular space in [574] with the
interstitial and cellular space.

The model is based on the following approximations of the constituents partition coefficients: (i)
Interstitial protein-unbound drug partitioning:

Kpr:ui = KA,PRPR
wi, (5.56)

where PRwi denotes the concentration of interstitial binding protein (albumin in the case of acidic,
very weak basic and type 2 zwitterions, or lipoproteins in the case of neutral compounds), and KA,PR

refers to the corresponding association constant. (ii) Neutral lipids-unbound drug partitioning:

Knl:uc = fncP∗:w, (5.57)

where P∗:w is chosen to be the octanol-water partition coefficient Po:w for non-adipose tissue and the
vegetable oil-water partition coefficient Pvo:w for adipose tissue. (iii) Neutral phospholipids-unbound
drug partitioning:

Knp:uc = fnc
(
0.3P∗:w + 0.7

)
(5.58)

assuming that neutral phospholipids behave like a mixture of 30% neutral lipids and 70% water (as
above).

Sub-compartmentalized tissue distribution model. For the unbound fraction in the inter-
stitial space, eq. (5.23) yields

1

fu
i

= 1 + KA,PRPR
i, (5.59)

while we obtain

1

fu
c = V wc:c + fncP∗:wV

nl:c + fnc
(
0.3 P∗:w + 0.7

)
V np:c (5.60)

for the cellular unbound fraction.

Lumped steady state model. Exploiting eq. (5.47) we obtain the tissue-unbound plasma
partition coefficient for very weak bases, acids, neutrals and group 2 zwitterions

Kt:up = V i:t +KA,PRPR
t +

fnp

fnc
V wc:t + fnpP∗:wV

nl:t

+fnp
(
0.3P∗:w + 0.7

)
V np:t, (5.61)

where we have exploited that PRt = PRi V i:t. Rodgers and Rowland suggest to determine KA,PR in
plasma from fu

p and Po:w. For details see [574, eq. (13)]. Parameter values can be found in [574,583]
for the species rat.

Poulin-Theil model In their seminal papers in 2000/01 [576, 577], Poulin and Theil proposed an
in silico approach to a priori predict tissue-plasma partition coefficients solely based on few com-
pound specific in vitro data. They assumed that the compound is present in dissolved form in tissue
water, that it may bind to macromolecules in the interstitial space, and distribute into neutral lipids
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Figure 5.11: Tissue decomposition and processes underlying the a priori partition coefficient models by Poulin and
Theil (left), and by Willmann et al. (right). For details, see the text.

or phospholipids in the cellular space, while other effects are considered negligible. These equations
have subsequently been corrected by Berezhovskiy [575, eq. (64)] (see also [574]). For the present
model we will only derive the unbound fraction in the tissue fu

t, since only the total tissue water is
considered by Poulin and Theil rather than a distinction between the interstitial and cellular water
as in the previous models. The unbound fraction in tissue is linked to the tissue partition coefficient
via Kt:p = fu

p/fu
t , if ionization is not considered.

The model (including the corrections) is based on the following approximations: (i) Protein-
unbound drug partitioning:

Kpr:ut =


1/(2fu

p)− 1/2; non-adipose tissue,

0; adipose tissue,

1/fu
p − 1; plasma

(5.62)

where fu
p denotes the unbound fraction in plasma as measured by in vitro assays. (ii) Neutral lipids-

unbound drug partitioning:

Knl:ut = P∗:w, (5.63)

where P∗:w is chosen to be the octanol-water partition coefficient Po:w for non-adipose tissue and the
vegetable oil-water partition coefficient Pvo:w for adipose tissue. (iii) Neutral phospholipids-unbound
drug partitioning:

Knp:ut = 0.3 ·Knl:ut + 0.7, (5.64)

where it is assumed that neutral phospholipids behave like a mixture of 30% neutral lipids and 70%
water. For ionizable compounds, Pvo:w has to be replaced by fn ·Pvo:w. In view of eq. (5.63) and (5.64)
this implies that a correction for ionizable compounds is only made for adipose tissue (see discussion
in [584]).

Sub-compartmentalized tissue distribution model. Based on the fundamental relation
(5.22), the unbound fraction in non-adipose tissue fu

t is given by

1

fu
t =

(
1

2fu
p +

1

2

)
V wt:t + Po:wV

nl:t +
(
0.3 Po:w + 0.7

)
V np:t. (5.65)
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For adipose tissue it is

1

fu
t = V wt:t + Pvo:wV

nl:t +
(
0.3 Pvo:w + 0.7

)
V np:t. (5.66)

Lumped steady state model. By neglecting ionization (fn = 1), as in [576], we exploit eq. (5.46)
and Kt:p = Kt:up · fup to obtain the tissue-plasma partition coefficient as published by Poulin and
Theil, with subsequent corrections according to Berezhovskiy. For non-adipose tissue it is

Kt:p =

(
1/(2fu

p) + 1/2
)
V w:t + Po:wV

nl:t +
(
0.3 Po:w + 0.7

)
V np:t

(1/fu
p)V w:p + Po:wV nl:p +

(
0.3 Po:w + 0.7

)
V np:p

, (5.67)

and for adipose tissue it is

Kt:p =
V w:t + Pvo:wV

nl:t +
(
0.3 Pvo:w + 0.7

)
V np:t

(1/fu
p)V w:p + Pvo:wV nl:p +

(
0.3 Pvo:w + 0.7

)
V np:p

, (5.68)

where V w:p, V nl:p, V np:p are the respective fractions of water, neutral lipids and phospholipids in
plasma. Parameter values can be found in [576,585] for the species rabbit, rat, mouse and human.

Willmann et al. model In [581], Willmann et al. proposed an alternative mechanistic model for
the calculation of the tissue-plasma partition coefficient Kt:p. In contrast to the previous models,
Willmann et al. use the membrane affinity to quantify binding to lipids. It is assumed that the
compound can dissolve in tissue water, bind to proteins (pr) and membrane lipids (l). In distinction
to the previous models, Willmann et al. consider the proteins as a separate phase.

The model is based on the following approximations [581]: (i) Protein-unbound drug partitioning:

Kpr:ut =

{
PR/KD; plasma

10−5 MA; tissue
(5.69)

where PR denotes the concentration of albumin in the blood plasma, and KD denotes the dissociation
constant for serum proteins. (ii) Lipids-unbound drug partitioning:

K l:ut = MA (5.70)

where MA denotes the membrane affinity. For ionizable compounds, the tissue protein-unbound drug
partitioning is corrected with the ionization constant pKa yielding

Kpr:ut = 10−5

(
9.9

1

1 + (8/pKa)18
+ 0.1

)
MA. (5.71)

Sub-compartmentalized tissue distribution model. Based on the fundamental relation
(5.22), the unbound fraction in tissue fu

t is given by

1

fu
t = V wt:t +Kpr:wtV pr:t +MA · V l:t. (5.72)

Lumped steady state model. Exploiting eq. (5.46) and Kt:p = Kt:up · fup we obtain the
tissue-plasma partition coefficient

Kt:p =
V w:t +Kpr:utV pr:t +MA · V l:t

V w:p +Kpr:upV pr:p +MA · V l:p
. (5.73)

Parameter values can be found in [586].
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5.3.4 Lumping Tissue Distribution

One problem with PBPK models is their complexity and the non-verifiability of their parameters and
predictions. The complexity and the bulk of information that is provided by the PBPK model is
partly a result of its generic structure. However, one might rather be interested in certain aspects of
the pharmacokinetics and drug distribution of a compound. Compartmental models are much more
suitable to analyze certain aspects of the drugs pharmacokinetics that are important for the study
endpoint. Compartmental models are minimal models, tailored to the compound of interest and to
the study objective. Their simplicity allows for elaborated model analysis. Compartmental models
can be derived from PBPK models, but not vice versa.

In almost all cases, a main interest is in the blood pharmacokinetics, because they are verifiable
with patient in vivo data. The plasma provides the drug input in pharmacodynamically relevant
compartments and therefore, drug concentrations at the effect site can be related to the concentrations
in the plasma.

We have previously mentioned that drug distribution may be limited by membrane permeation
and blood flow (see Glossary). For blood flow limited distribution, the distribution rate constant is
given by [537]:

kt =
Qt

V t ·Kt:b
(5.74)

where Qt denotes the blood flow of the tissue. The distribution half life is given by ln(2)/kt and
distribution is finished after approximately four half lives [537]. Eq. (5.74) indicates that rate limiting
distribution is of importance for compounds with very high tissue-plasma partitioning coefficients.
However, limiting distribution will only have a considerable impact on plasma pharmacokinetics com-
partment, if the amount of drug that is distributed by the limiting process is large in relation to the
rest of the body (as can be seen from eq. 5.80).

In most cases, limiting distribution is a phenomenon, that is only observed during the first doses
of the drug or when a large amount of drug enters the blood plasma compartment within a short
time, as in the case of an i.v. infusion. However, most HIV drugs are given chronically so that the
impact of (membrane/blood flow) limited distribution disappears. If the main modelling focuss lies in
the pharmacokinetics of chronically applied pharmaceutics and not in the potential initial distribution
phase, then a one compartment model might sufficiently capture the plasma pharmacokinetics.

Example: One compartment model. In the case of a one compartment model, the con-
centration within the central compartment C1 reflects the concentration within the blood-plasma
compartment Cp (which is typically measured). The volume of the compartment Vss is a parameter,
that adjusts the concentrations in the central compartment C1 to the plasma concentrations Cp.

The total amount of drug in the body is the sum over the drug amount in each anatomical
compartment:

Atot = Ap +Ae +
∑
t

At, (5.75)

where Atot denotes the total amount of drug in the body and Ap, Ae and At are the amounts of
drug in the plasma, the erythrocytes and the tissues respectively. We can now replace Atot with
Atot = Vss ·C1, where the ’volume of distribution’ at steady state Vss, denotes a theoretical volume of
fluid into which the total administered drug would have to be diluted to produce the concentration in
blood-plasma (C1 = Cp

ss). From eq. (5.75), assuming steady state distribution, we derive

Vss · C1 = V p · Cp
ss + V e · Ce

ss +
∑
t

(
V t · Ct

ss

)
(5.76)

Vss = V p + V e · C
e
ss

Cp
ss

+
∑
t

(
V t · C

t
ss

Cp
ss

)
(5.77)
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where Cp
ss, C

e
ss and Ct

ss denote the concentration of drug in the blood plasma, the erythrocytes and
the tissue at the distribution equilibrium and V p, V e and V t are the corresponding volumes. By

replacing the concentration ratios with the corresponding partition coefficients, e.g. Ke:p =
Ce

ss

Cp
ss

and

Kt:p =
Ct

ss

Cp
ss
, we can determine Vss [537].

Vss = V p + V e ·Ke:p +
∑
t

(
V t ·Kt:p

)
. (5.78)

The central equation for the one-compartment model is given by:

Vss
d

dt
C1 = vin(t)− C1 · vout(t), (5.79)

where vin(t) and vout(t) denote the influx of drug into the body through drug absorption and the
elimination of drug from the body respectively.

Eq. (5.78) also holds in the non-steady-state:

Vd(t) = V p + V e ·Ke:p(t) +
∑
t

(
V t ·Kt:p(t)

)
. (5.80)

with Vd(t) being the apparent volume of distribution at time t and Kx:p(t) = Cx(t)
Cp(t) being the apparent

partition coefficient between compartments x and the blood plasma.

The volume of distribution Vss or Vd can alternatively be estimated from the in vivo concentration-
time profile in the blood-plasma, following an i.v. administration [538].

Example: Two compartment model. A model that includes more than one compartments
might be utilized in the case, where e.g. the distribution phase of the drug is important for the
modelling purpose. We will exemplify here, how to derive a two-compartment model from the PBPK
model. The basic assumption is that one set of compartments has non-instantaneous distribution
(peripheral compartment with concentration C2 and volume V2) and another set of compartments has
instantaneous distribution (central compartment with concentration C1 and volume V1). Furthermore,
the concentrations in the central compartment can be identified with the (measurable) concentrations
in the blood-plasma. The volume of the central compartment V1 is determined similarly to eq. (5.78):

V1 = V p + V e ·Ke:p +
∑

t∈central

(
V t ·Kt:p

)
. (5.81)

where we have assumed that the distribution into erythrocytes e is instantaneous. The volume of the
peripheral compartment V2 is given by

V2 =
∑

t∈peripheral

V t, (5.82)

which includes all tissues with rate-limiting distribution. The equations for this model are given by

V1
d

dt
C1 = vin(t)− C1 · vout(t)− r1 · C1 + r2 · C2 (5.83)

V2
d

dt
C2 = r1 · C1 − r2 · C2 (5.84)

with fluxes [volume/time] r1 and r2. From the tissue to plasma partition coefficients of the peripheral
compartment we can also derive the additional constraint

r1
r2

=
1

V2

∑
t∈peripheral

(
V t ·Kt:p

)
. (5.85)

Similarly, lumping can be performed to derive e.g. three compartment models.
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5.4 Drug Elimination

Drug can be eliminated from the body by two mechanisms [538]: (i) enzymatic degradation that
produces inactive metabolites and (ii) urinary/fecal/pulmonal excretion of the parent compound. For
HIV compounds, the most important processes are enzymatic degradation and urinary excretion. For
these reasons we will focuss on these two aspects only.

5.4.1 Drug Metabolism

At an early stage of the drug discovery process, in vitro experiments using recombinant cytocrome P450
iso-enzymes, microsomes, hepatocytes or liver slices [587] are used to measure hepatic degradation.
Consider the unbound substance Cu being metabolized by an enzyme E according to

Cu +E
kon−→←−
koff

C : E
kcat−→M+E

where C : E denotes the substance-enzyme complex, M denotes the metabolite of the enzymatic
reaction, and kon, koff , and kcat denote the corresponding rate constants. Following the widely used
Michaelis–Menten–approximation (see, e.g., [588]), the reaction rate in saturable metabolism is
given by

rout,invitro =
Vmax

KM + Cu
· Cu (5.86)

where KM = (koff + kcat)/kon is the Michaelis–Menten constant. The parameter Vmax = kcat ·E is the
flux at saturation. In the case of linear protein binding, it is Cu = fu · Ctot and thus

rout,invitro =
Vmax

(KM/fu) + Ctot
· Ctot.

Depending on the experimental setting, either KM or KM/fu is determined as Michaelis constant. The
regime of linear metabolism can be derived from the Michaelis–Menten model as a special case by
assuming that Cu ≪ KM, yielding

CLint,invitro · Cu =
Vmax

KM
· Cu (5.87)

where CLint,invitro denotes the intrinsic in vitro clearance in units [µL/min/106 cells] or [µL/min/mg
microsomes] [547]. Using a scaling factor SF (number of cells per g liver, or mg microsomal protein per
g liver) we end up with the predicted in vivo intrinsic clearance CLint,invivo (see [547] and references
therein).

CLint,invivo = CLint,invitro · SF, (5.88)

Typical scaling factors for rat and human can be found in [547,589–591]. The above equation accounts
for linear non-saturable metabolism. In the experimental setting, the intrinsic clearance might already
incorporate protein binding effects, such that the unbound concentration Cu has to be replaced by
the total concentration C.

Lumping

Several models, e.g. the well-stirred model and the parallel-tube model [592], have been proposed
in order to lump the hepatic degradation of drugs in a way that it can be related to the blood, or
blood-plasma concentration, instead of the drug concentration in the liver. Here, we will only focuss
on the well-stirred model and relate the clearance to the blood-plasma concentration CLplasma.
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The well-stirred liver model assumes that the tissue concentration is homogeneous (’well-stirred’).
Based on saturable enzyme kinetics, we get

Vliv
d

dt
Cliv = Qliv

(
Cp

in −
Cliv

K liv:p

)
− Vmax · Cliv

KM/fuliv + Cliv
. (5.89)

In the linear regime based on the intrinsic in vivo clearance CLint (i.e., the rate of intra-cellular
degradation), the ODE for the liver is given by

Vliv
d

dt
Cliv = Qliv

(
Cp

in −
Cliv

K liv:p

)
− CLintCliv. (5.90)

where Qliv = (1 − hct)Qb
liv denotes the blood flow that is associated with the blood-plasma (hct =

hematocrit value). Sometimes, the term CLintfulivCliv is used instead of CLintCliv in order to account
for the fact that only the unbound concentration can form a complex with the enzyme. Whether
or not this is a better model is likely to be dependent on the experimental setup that was used to
determine CLint.

The aim of the well-stirred liver (clearance) model is to express CLintCliv in terms of CLplasmaC
p
in.

To do so, we assume that the the exchange of drug via the blood flow and the degradation in the liver
is in quasi-steady state. Formally, we set dCliv/dt = 0 and obtain

QlivC
p
in =

(
Qliv

CLint ·K liv:p
+ 1

)
CLintCliv (5.91)

and thus

CLintCliv =
QlivCLintK

liv:p

Qliv +CLintK liv:p
· Cp

in. (5.92)

The term

CLplasma = Qliv · Ehep (5.93)

is called the hepatic plasma clearance with hepatic extraction ratio 0 ≤ Ehep ≤ 1

Ehep =
CLintK

liv:p

Qliv +CLintK liv:p
. (5.94)

Thus, the ratio of liver blood flow to the appropriately scaled intrinsic clearance determines the hepatic
extraction ratio. Since Ehep can be at most 1, the hepatic plasma clearance is bound from above by
the liver blood flow. Using CLplasma we may rewrite the above eq. (5.90) as

Vliv
d

dt
Cliv = Qliv

(
Cp

in −
Cliv

K liv:p

)
− CLplasma · Cp

in. (5.95)

Alternatively in a compartmental model, we can model hepatic metabolism with respect to the central
compartment C1

Vss
d

dt
C1 = vin − C1 ·Qliv · Ehep (5.96)

During the process of absorption (see section 5.2) drug might already be metabolized in the ente-
rocytes (gut cells) and in the liver before entering the systemic circulation. In a lumped model, this
can be modelled appropriately utilizing Fbio (eq. (5.8)) and inserting the respective extraction ratios
(e.g. eq. (5.94)).

5.4.2 Renal Excretion

Renal excretion involves a component that is governed by passive processes and a component that is
governed by active processes (see fig. 5.13 for an overview over all processes).



118 CHAPTER 5. PHARMACOKINETIC MODELLING

Q
liv

Q
liv

cell

Liver

Physiological Model Lumped Model

Central E
hep

Q
liv

(1- E
hep

) Q
liv

Figure 5.12: Liver metabolism models. Left: Possible implementation of liver metabolism in a physiologically based
model. Right: Implementation of metabolic degradation in the liver in a compartmental model.

Passive Processes. Some HIV compounds with high water-solubility, like NRTIs are renally ex-
creted by passive mechanisms. Molecules with a diameter less than 15Å (e.g. unbound drugs Cu)
are filtered through the glomerular capillaries (by the arterial blood pressure) and excreted into the
proximal tubuli (1. in fig. 5.13) with flux GFR (glomerular filtration rate, reference value: 117
[ml/(min·1.73m2)] [593, 594]). This process is called glomerular filtration. A concentration gradient
between primary urine and proximal tubulus is responsible for reabsorption by passive diffusion (2.
in fig. 5.13). Depending on the pKa of the drug, the urinary pH (average: 6.3 [538]) and the urine
flow, complete reabsorption might occur. Lipophilic drugs will be re-absorbed to a greater extent than
hydrophilic and charged compounds (see appendix A). We will denote the proportion of re-absorbed
drug by the fraction fRE.

CL
kid,metab

rp->ur

rur->pGFR

blood vessel

renal tubulus

blood 

vessel

glomerulus

1
2

3

4

Figure 5.13: Renal excretion. 1: Unbound drug reaches the tubuli after glomerular filtration. 2: Most drugs are
reabsorbed by passive diffusion. However, if the drug cannot pass the apical membrane of the tubular cells, it remains
in the primary urine and will ultimately be excreted. 3 & 4: drugs can also be actively excreted from the tubular cells
into the tubular lumen, or they can be metabolized by the tubular cells.

Let us the define the renal clearance through passive processes by

CLGFR = (1− fRE)GFR · fup. (5.97)

While GFR is usually assessed using exo- and endogenous markers [595], fRE can be determined in
this model by using e.g. urinary samples. The differential equation that describes the evolution of
drug concentration in the kidney becomes

V p
kid

d

dt
Cp

kid = Qkid

(
Cin − Cp

kid

)
−CLGFR · Cp

kid (5.98)

where Cin is the concentration of drug in the arterial blood-plasma and Qkid is the blood flow of the
blood-plasma in the kidney. Utilizing this equation, CLGFR is defined in terms of the concentration
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of drug in the plasma of the kidney Cp
kid.

Lumping. We can derive the glomerular extraction ratio EGFR and CLGFR,plasma in terms of the
incoming plasma concentration:

EGFR =
CLGFR

Qkid +CLGFR
, (5.99)

CLGFR,plasma = Qkid · EGFR. (5.100)

The equations above imply, that the maximum amount of drug elimination through the kidney (fu = 1,
fRE = 0) is determined by the product of glomerular extraction EGFR and the blood flow of the kidney
Qkid.

Active Processes Drugs can be secreted from the blood-plasma of the kidneys through the tubular
cells into the tubular lumen (active tubular secretion, 3. in fig. 5.13). We will denote this process
with the parameter rp→ur. Active tubular secretion requires two steps: First, drug is taken up
from the blood into tubular cells and then excreted by efflux transport from the cytosol of the cells
into the lumen [596]. Some drugs might also be metabolized within the tubular cells. We denote
this process by CLmeta,kid. For simplicity, lets subsume the processes of degradation and excretion
CLact = rp→ur +CLmeta,kid.

Vkid
d

dt
Ckid = Qkid

(
Cin −

Ckid

K liv:p

)
− CLact · Ckid. (5.101)

As in the case with hepatic metabolism, drug is eliminated from the tissue. The blood flow Qkid

in the equation above refers to the blood flow that is assigned to the blood-plasma of the kidney
(Qkid = (1− hct)Qb

kid).

Lumping. Analogous to hepatic metabolism, we can apply the well-stirred model and derive the
clearance terms with reference to the incoming concentration (central compartment, blood-plasma).

Eact =
CLact ·Kkid:p

Qkid +CLact ·Kkid:p
, (5.102)

CLact,plasma = Qkid · Eact. (5.103)

5.4.3 Summary

Drug can be metabolized in the hepatic tissue and actively excreted from the kidney tissue. In contrast,
if drug is excreted by glomerular filtration, it is eliminated from the blood plasma of the kidney. The
clearance by hepatic metabolism, renal excretion and renal filtration can be modelled within a PBPK
model within the appropriate tissues. However, elimination via these routes can also be modelled
in a compartmental model. We have shown how to derive the respective clearance parameter with
reference to the blood-plasma (central compartment) concentration.

Finally, we want to give an example of a drug that is eliminated by glomerular filtration and
hepatic degradation. In a one-compartmental model, the pharmacokinetics of drug elimination can
be modelled according to

Vss
d

dt
C1 = (1− Ehep,p.o.) · Fabs(t)− C1(CLhep,plasma +CLGFR,plasma)

where Ehep,p.o. =
CLintK

liv:p

Qgut+CLintKliv:p denotes the extraction ratio that is associated with the first-pass

effect and CLhep,plasma and CLGFR,plasma are defined in eq. (5.93) and eq. (5.100) respectively.
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5.5 The Effect Compartment

In most cases, patient drug concentrations in the blood plasma will be available, while drug concen-
trations at the site of effect will only occasionally be analyzed. Most antivirals exert their effects in
anatomical compartments other than the blood-plasma. The majority of cells that are susceptible to
viral infection reside in the lymphoid tissues, thymus, cental nervous system and genitourinary tract
(e.g. testis) [57]. We have discussed previously, that blood flow limitation might create an initial
discrepancy between plasma concentration and tissue concentration (see section 5.3.4). The potential
delay due to blood flow limitation can be assessed using eq. (5.74). If eq. (5.74) indicates, that a
blood flow limitation is not expected, then the concentrations in the capillaries of target tissue can be
identified with the plasma concentrations in the blood.

CCR5 FI NRTIa/NNRTI InI PI/MI
extra-cell. extra-cell cytosol cytosol cytosol

endosomeb nucleusc viriond

Table 5.1: Site of effect of various classes of anti-HIV compounds.

arequires intracellular activation.
bA large proportion of HIV-particles fuses in the endosome [294].
csite of strand transfer action
dprotease is active within the virion

Extracellular target location. Entry inhibitors (CCR5-antagonists and fusion inhibitors) exert
their effect in the extracellular space (see table 5.1). Therefore, unbound plasma drug concentrations
and unbound concentrations at the extracellular space might be identical (at steady state) for most
tissues, because the endothelial membrane of the tissue capillaries, which forms the only potential
barrier for drug penetration, is fenestrated in most tissues. For entry inhibitors, like CCR5-antagonists,
we can therefore derive the general relationship between the available concentration at the effect site
Ce

u and the blood-plasma concentration:

Ce
u(t) = Cp

u (t) (example: CCR5-antagonists, e = extracellular) (5.104)

A recent study suggests [294], that fusion of HIV particles might occur after HIV-particles have been
taken up by endocytosis. The endosomes are not in direct exchange with the extracellular medium,
so that the concentration of FIs at the effect-site might be different to the concentration of FIs in the
cell-surrounding liquid.

Specialized tissues, like the brain and the testis are protected by a solid vascular membrane (blood-
brain-barrier and blood-testis-barrier), which might restrict the entry of drugs into these compart-
ments. Crossing of the blood-brain-barrier or the blood-testis-barrier can be rate-limiting, concentra-
tive and saturable. In animals, the plasma-to-cerebrospinal fluid (CSF) ratio can be determined in
order to assess blood-brain-barrier crossing. The concentration in the semen can be used as a marker
for blood-testis-barrier crossing in humans.

For target cells that reside within e.g. the brain, eq. (5.104) will generally not hold to establish the
relation between blood plasma concentrations and the concentration of drug in the fluid surrounding
the cells of the brain. The concepts used in section 5.3.2 can, however, be used to model this relation.

Intracellular target location. NRTIs, NNRTIs, InIs, PIs and MIs have to cross the plasma
membrane of target cells in order to exert their effect (see table 5.1). We have discussed previously
in section 5.3.2 that membrane transport can be rate-limiting, concentrative and possibly saturable
(see e.g. fig. 5.14). Furthermore, membrane crossing might depend on the transporters present on the
surface of a particular cell type [597,598].
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Figure 5.14: Left: Relation between the concentration at the effect site and the blood-plasma concentration (central
compartment concentration)

Most HIV target cells reside in poorly accessible parts of the body and therefore do not qualify as
markers for intracellular penetration of anti-HIV compounds [57]. There are some circulating cells of
the immune system, that qualify as good surrogate markers for intracellular penetration of antivirals
into target cells. The peripheral mononuclear blood cells (PMBC) can be derived from the blood,
after erythrocytes and blood plasma are being removed. PMBCs contain an ensemble of different
cells (see fig. 5.15) that might confer different intracellular kinetics. Drug kinetics within PMBCs,
therefore, reflect ”average kinetics”, that might be a result of very diverse intracellular drug kinetics
in each cell type that is contained in the PMBC compartment.

PMBC

CD3+

CD3-

CD3+/CD4-

CD3+/CD4+

(NK-cells, B-cells, monocytes,...)

(T-cells)

(T-helper cells)

(T-cytotoxic cells)

~30%

~35%

~70%

~65%

~ 400 106 cells/L

~ 400 106 cells/L

HIV

Figure 5.15: The composition of PBMCs in a healthy donor [599]. Cell types are distinguished based on the receptors
present at the cellular surface. CD4+ T-cells express the CD3+ receptor (T-cells) and the CD4+ receptor.

Example: Efavirenz. NNRTIs are small molecules, that, due to their lipid-solubility, have the
ability to cross membranes by passive diffusion. We will test this assumption (passive diffusion) for
the NNRTI efavirenz. In the case of PBMCs, exchange between plasma and cell is direct, since the
interstitial space, that is associated with tissues, is missing. Assuming passive diffusion, we derive
fnp ·Cp

u = fne ·Ce
u, where ’e’ refers to the concentration at the effect site, in this case the intracellular

space of the PBMCs. Efavirenz in a very weak base (pKa = 10.2 [600]) that is neither charged
in the plasma (pH = 7.4), nor in the cell (pH = 7). Therefore, we can set fn = 1 and neglect
ionization. Utilizing these assumtions and simplifications, we derive Ke:up = 1/fu

e. The log octanol-
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water partitioning coefficient (logPo:w) is 4.6 for efavirenz, therefore eq. (5.60) reduces to

Ke:up = 1
fue = Po:w · V nl:e + 0.3 Po:w · V np:e

with V nl:e ≈ 0.02 and V np:e ≈ 0.01 [585]. The results of our estimation are shown in figure 5.16 (solid
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Figure 5.16: Correlation between unbound plasma concentration and intracellular efavirenz concentration in PBMCs.
Data from [601] includes 13 patient samples.

blue line) together with patient data from [601]. As can be seen in the figure, there is a very good
agreement between the model-estimated cellular concentration and the observed data, indicating that
the assumption of passive diffusion as the dominant mechanism for membrane exchange might be true
in the case of efavirenz and thus the unbound plasma concentration can be used in a pharmacodynamic
model (after initial blood flow limitation has been overcome).

Ce
u(t) = Cp

u (t) (example: Efavirenz, e = cellular).

For other drugs, especially PIs, which are substrates of efflux transporters (e.g. [602–605]), the
assumption of an equilibrium between unbound cellular concentration and unbound plasma concen-
tration might not hold. If data on cellular uptake- and efflux is available, models similar to eq. (5.35)
can be used to describe the concentration of drug at the effect site. However, in the case of carrier-
mediated transport, the expression of transporters on the surface of an HIV susceptible cell-type will
determine the pharmacological penetration of the drug. In most cases it is not fully resolved which
transporters are involved in the uptake- or efflux of a drug. Furthermore, it is not fully understood
which transporter proteins are expressed on the surface of HIV susceptible cells (and to which ex-
tent they are expressed). This implies, that carrier-mediated penetration of drugs has to be resolved
for each cell type and that different cell types not necessarily need to take up drugs in an identical way.

NRTIs. In addition to the previously discussed obstacles for HIV-drugs to reach their target site,
NRTIs require intracellular phosphorylation (see fig. 3.4) to form an active triphosphate (NRTI-TP),



5.6. SUMMARY 123

that exerts the effect [303].

NRTIs are small hydrophilic compounds (logPo:w ≪ 1) [307]. They are poorly bound in the
plasma (fu

p > 0.5 [578], see fig. 5.9) and, due to their hydrophilicity, they are not expected to be
excessively bound to cell lipids. Their hydrophilicity permits passive diffusion into the cellular space.
Many NRTIs are substrates of nucleoside transporters, due to their structural similarity to naturally
occurring nucleosides (that is adenosine, guanine, cytosine and thymidine) [304]. The family of nucle-
oside transporters consists of concentrative transporters (CNT) [606] and equilibrative transporters
(ENT) [607]. Cellular penetration of the prodrug (the un-phosphorylated NRTI) can therefore be
modelled using the assumptions in eq. (5.35). Furthermore, since lipid binding is not expected, we
can set fu

c ≈ 1.

Cp
u (t) = Cc

u(t)/α 
 phosphorylation→ Ce
u(t) (example: NRTI, e = NRTI-TP).

For NRTIs, each of the phosphorylation steps is likely to produce a disequilibrium between sub-
strate and product, has the potential to be rate-limiting (induce transient behavior) and to create
non-linearities between substrate and product [145]. Furthermore, expression of phosphorylating en-
zymes (kinases) is likely to be cell- and cell-cycle specific.

Intracellular phosphorylation data is limited in most cases, so that it is very difficult to resolve the
phosphorylation kinetics of NRTIs. If phosphorylation data is available, it is usually measured within
the PBMCs and it is subsequently assumed that the concentrations in CD4+-cells are identical. The
generic phosphorylation cascade is shown below:

NRTIc 
 NRTI-MP 
 NRTI-DP 
 NRTI-TP.

For the phosphorylation direction NRTI → NRTI-TP, linear kinetics, that are not rate limiting, are
of advantage. In this case, the intensity of the effect (caused by NRTI-TP) can be controlled by
the dose given and the onset of effect can be estimated from the plasma concentration. For the
de-phosphorylating direction NRTI-TP → NRTI, the opposite is of advantage. Since most NRTIs
have short plasma halflifes [307], a rate-limiting de-phosphorylation can cause a prolonged intracel-
lular halflife of the active triphosphate, resulting in less frequent dosing. We have illustrated the
ratio of intracellular triphosphate halflife in PBMCs-to-plasma halflife in fig. 5.17. For all approved
NRTIs (except TDF), current NRTI dosing schedules rely on the rate-limiting de-phosphorylation in
PBMCs [307]. In other cell types, this ratio might, however, be quite different. In the worst case,
if de-phosphorylation is not rate-limiting, the intracellular halflife might be identical to the plasma
halflife (which is typically in the range of 1–2 h [307]). Therefore, a dosing schedule that relies on the
rate-limitation in one cellular marker, might create a window of insufficient suppression in another
HIV target cell, if the de-phosphorylation is fast in this cell type (e.g. by increased expression of the
enzyme).
We will give a detailed example of the intracellular pharmacokinetics based on the NRTI zidovudine
later in chapter 7, where we also combine the pharmacokinetics of zidovudine with its pharmacodynam-
ics (section 6.2) and deduce the consequences of intracellular pharmacokinetics on viral quasi-species
dynamics in chapter 7.

5.6 Summary

Pharmacokinetics can be divided into three sub-processes: absorption, distribution and elimination.
We have presented different models to describe each of these processes. Each of the presented models
for absorption, distribution and elimination requires different input parameters. Therefore, a set of
models can be chosen, that can be parameterized based on the available in vitro and in vivo data in
order to estimate concentration-time profiles.

The general approach presented herein is to:
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Figure 5.17: Intracellular halflifes of NRTIs in PBMCs in relation to the plasma halflifes. Data taken from [307]

1) build a model that accurately captures the pharmacokinetics of the compound in the blood-
plasma and that can therefore be verified with in vivo data. The model building process starts with
a detailed PBPK model, whose assumptions remain disclosed and whose parameters are testable in
in vitro experiments. A detailed PBPK model can be transformed into a simplified compartment
model, that allows for elaborated model- and kinetic analysis. However, back-transformation from a
simple model to a PBPK model is not possible. Therefore, the PBPK model cannot be discarded, but
can rather serve as a platform to incorporate new biological insights and to generate simplified models.

2) Once the plasma pharmacokinetics are accurately represented by the model, it is necessary to
establish the link between (verifiable) plasma pharmacokinetics and the drug concentration at the ef-
fect site. In most cases there will be limited (if at all) data available to verify the kinetics that establish
the link between the blood-plasma concentration and the concentration in the effect compartment. In
the case of entry inhibitors (CCR5-antagonists, FIs), drug concentrations at the effect site might be
identical with blood-plasma concentrations. For drugs that exert their effect intracellular (NNRTIs,
InIs, PIs, MIs), it has to be evaluated whether concentrative transport creates discrepancies and non-
linearities between unbound plasma concentrations and unbound intracellular concentrations. In the
case of NRTIs, the relation between unbound plasma concentrations and activated cellular concentra-
tions is not only influenced by transporters, but also by sequential intracellular phosphorylation (at
least 3 steps), of which each one might be rate-limiting or saturated at physiological drug concentra-
tions.
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5.7 Glossary: Pharmacokinetic Terms

Anatomical Compartment. An anatomical compartment is a part of the body, often an organ or
a collection of tissues, e.g., muscle or adipose tissue.
Kinetic Compartment. A kinetic compartment is a collection of anatomical spaces of the body
that are considered kinetically identical, i.e., whose rate of change of drug amount or concentration is
considered identical.
Membrane limited case. The membrane limited situation applies when the transfer across the
cellular membrane is the rate-limiting step, while in comparison the exchange between the vascular
and the interstitial space is rapid. As a consequence the vascular and the interstitial space are assumed
to be in quasi-steady state.
Blood flow limited case. In the case of blood flow limitation, transfer across the capillary wall and
the cellular membrane is rapid, leading to a distribution equilibrium within the organ. However, the
amount of drug reaching the organ is limited by the blood flow, creating a disequilibrium between the
concentration in the central blood compartment and the vascular space of the organ. The blood flow
limited assumption can apply to organs that are not well perfused by the circulatory system.
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Chapter 6

Pharmacodynamic Modelling

Pharmacodynamics aims at describing the concentration-response relationship of a drug. Depend-
ing on the definition of ’response’ and ’concentration’, a variety of models, such as indirect- or

delayed response models have been proposed (see e.g. [608]). In this chapter we will define ’response’ as
the effect of the drug on the targeted molecular process, that is binding, fusion, reverse transcription,
integration and maturation respectively for CCR5-antagonists, FIs, RTIs, InIs and PI/MIs. With
’concentration’, we will refer to the concentration in the effect-compartment, which is defined in table
5.1 for the approved HIV drugs. Since we have also derived the quasi-species model in eqs. (4.37), we
will define an effect against each viral mutant, rather than against the total viral population. Using
these definitions, the effect of a drug ε is described by [608]:

ε(t) = G
[
t, C(t)

]
(6.1)

where C(t) is the concentration of drug at the effect site and G is a function that relates the drug
concentration to the observed effect ε.

In the previous chapters we have considered constant drug concentrations for simplicity. In this
chapter we will derive time-varying efficacies, that originate from time-varying drug concentrations.

In the following, we will first introduce empirical concentration-response relationships and in the
second part we will give a mechanistic derivation of the concentration-response relationship with
NRTIs.

6.1 Empirical Pharmacodynamic Models

Empirical models emphasize phenomenological relationships. In the extreme case they fit data with-
out any regard of the mechanistic underpinnings. The simplest concentration-dependent pharmaco-
dynamic model relates the concentration of the drug and the effect of the drug in a linear- or log-linear
way [609, 610]. However, this model is only valid when the effect is less than 20% (linear), or within
20–80% (log-linear) [608]. Because of these limiting assumptions, we will not consider these types of
models here. Another weakness with these models is that the maximum effect is not limited and will
continue to increase with increasing concentration. This deficiency is removed in the Emax model [611],
which has its mechanistic basis in the law of mass action.

Let us assume that the reaction velocity v is proportional to the amount of enzyme-substrate
complex E : S.

v = kcat · E : S, (6.2)

where kcat is the catalytic rate and E : S is the amount of substrate in complex with the enzyme.
Let us assume that the substrate and the drug compete for binding to the same site on the inhibited
enzyme. Therefore, if the drug I is present, than E : S in eq. (6.2) is decreased (e.g. fig. 6.1, right).
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Thus, the residual activity of the reaction, in the presence of the inhibitor, can be described in terms
of an alteration in the amount of enzyme-substrate complex.

(1− ε) =
E : SI

E : Sϕ
(6.3)

where E : Sϕ and E : SI denote the amount of enzyme-substrate without drug and the amount of
enzyme-substrate in the presence of drug. Solving the reaction system (fig. 6.1, right) for the amount
of complex yields:

E : Sϕ =
Etot · S
KM + S

(6.4)

E : SI =
Etot · S

KM(1 + I
KI

) + S

where Etot denotes the total amount of enzyme, KM =
koff,S+kcat

kon,S
is the Michaelis-Menten constant

and KI =
koff,I

kon,I
is the dissociation constant of the inhibitor. Combining eqs. (6.3)-(6.4) yields

(1− ε) =
1

1 + KM·I
KI(S+KM)

=
1

1 + I
IC50(S)

(6.5)

Thus, the 50% inhibitory concentration IC50(S) =
KM

KI(S+KM) depends on the amount of endogenous

substrate, the binding affinity of the endogenous substrate and the inhibitor, and on the catalytic
rate constant [612]. Typically, however, IC50 is just estimated as a lumped parameter, disregarding
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Figure 6.1: Left: Illustration of the basic concentration dependent effect model (eq. (6.5)). Right:reaction scheme

the endogenous substrate concentration in cell-based assays or in vivo. Therefore, large variations
between published IC50 values from different experiments are often encountered.

In summary, the Emax model (eq. (6.5)) takes (i) an orthosteric mode of inhibition into account
and (ii) often assumes a constant (unidentifyable) endogenous substrate concentration in terms of IC50.

The sigmoidal shape of eq. (6.5) is illustrated in fig 6.1, left panel, and the proposed reaction
scheme is shown in the right panel.

With the addition of an exponent γ to the Emax model, the slope of the log-linear region in fig 6.1
can be controlled [613]. The resulting model is known as the sigmoidal Emax model [614]:

(1− η) =
1

1 + Iγ

IC50
γ

(6.6)
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The Emax model has tremendous utility in pharmaceutical research: at low concentrations, it predicts a
linear concentration-effect relationship, at higher concentrations it predicts a log-linear concentration-
effect relationship and at very high concentrations it predicts a constant effect, independent of con-
centration.

Other empirical pharmacodynamic modelling techniques are polynomial fitting and spline fitting.
However, these models lack any mechanistic substantiation [614].

6.1.1 Modelling the Impact of Resistance.

The output of phenotypic assays, when performed with drug resistant viral strains, is typically denoted
as a fold-increase in the drug concentration needed to suppress the resistant virus in comparison to
the wildtype (e.g. [514]). This translates into a proportional increase in IC50. In the context of the
standard model (eq. (6.5)), drug resistance can thus be implemented by utilizing the altered IC50 of
the drug resistant mutant.

6.2 Enzymatic Pharmacodynamics of NRTIs

The target of phosphorylated (activated) NRTIs is the process of reverse transcription. The effect is
based on decreasing the likelihood of successful viral reverse transcription, i.e, DNA chain completion.
NRTI triphosphates (NRTI-TP) compete with the natural substrates (dNTP) for binding to the re-
verse transcriptase (RT) and subsequent insertion into the DNA (see e.g. fig. 6.2): zidovudine (AZT)
and stavudine (d4T) compete with deoxythymidine triphosphate (dTTP); dideoxycytidine (ddC),
lamivudine (3TC) and emtricitabine (FTC) compete with deoxycytosine triphosphate (dCTP); di-
danosine (ddI) and tenofovir (TDF) compete with deoxyadenosine triphosphate (dATP) and abacavir
(ABC) competes with deoxyguanosine triphosphate (dGTP).

The starting point for modelling the effect of NRTI-TP is to consider the likelihood of a single
dNTP insertion, depending on competition with NRTI-TP. If the discreteness of the reaction events
and its sequence are important, the stochastic model of chemical reaction kinetics [615] is a much more
appropriate description than the deterministic reaction rate model. In the stochastic setting, a bio-
chemical reaction R is specified in terms of a so-called propensity functions aR that is the probability
that the reaction will take place in the next infinitesimal time interval. The propensity depends on the
reaction constants and the abundance of the involved reactants. It is related to the next reaction time
τ by E(τ) = 1/aR, where E(τ) denotes the expected (mean) time to the next reaction event. In the
case of two competing reactions R1 and R2 the expected time to the next reaction (either R1 or R2) is
E(τ) = 1/(aR1 + aR2). After this time, reaction R1 will take place with probability aR1/(aR1 + aR2)
and reaction R2 will take place with probability aR2/(aR1 + aR2) [521].

The two processes of chain prolongation and termination can be expressed by their respective
propensities. For chain prolongation in the presence of an NRTI, it is:

a+ =
kcat,dNTP · RT · dNTP

KM,dNTP(1 +
NRTI

KM,NRTI
) + dNTP)

(6.7)

and for chain termination it is:

a0 =
kcat,NRTI · RT ·NRTI

KM,NRTI(1 +
dNTP

KM,dNTP
) + NRTI)

(6.8)

where kcat,NRTI and kcat,dNTP denote the catalytic rate constants for termination and prolongation
respectively and KM,NRTI and KM,dNTP denote the Michaelis-Menten parameters for NRTI and dNTP
binding. Utilizing the propensities of the two possible reactions, the probability of chain prolongation
at each nucleotide base, in the presence of chain terminators, is determined by

q =
a+

a0 + a+
. (6.9)
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It follows, that in the absence of NRTI-TPs, we get q = 1. Rearranging yields

q =
1

1 +
NRTI·kcat,NRTI

dNTP·kcat,dNTP
· KM,dNTP

KM,NRTI

(6.10)

For many NRTIs [616] the catalytic rate constants kcat are approximately equal to the catalytic rate
constants of the natural substrates, so that eq. (7.11) only depends on the ratio of KM values and the
ratio of concentrations.

q =
1

1 + NRTI
dNTP ·

KM,dNTP

KM,NRTI

(6.11)
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Figure 6.2: Left: Nucleoside reverse transcriptase inhibitors (NRTI-TPs) compete with the natural substrates (dNTP)
for the incorporation into the nascent viral DNA. One incorporated, they terminate chain prolongation, because they
lack the hydroxy-group that is required for the binding of the next incoming dNTP. Right: Nucleotide frequency in the
HIV cDNA(GenBank accession no. AF033819). Each dot represents the nucleotide frequency per (≈ 460 base long)
section of the viral genome.

The full length DNA of HIV is approximately 9200 bases long (GenBank accession no.AF033819).
Successful completion of the viral double stranded DNA requires the incorporation of 2·9200 nucleotide
bases in total (9200 for the DNA-DNA and RNA-DNA direction, respectively). NRTIs compete only
with one type of nucleoside base for the incorporation into the nascent DNA (see above). We have
illustrated the abundance of the different nucleotide bases in the HIV cDNA in figure. 6.2. In sum-
mary, reverse transcription requires the incorporation of ≈ 5300 thymidine- and adenosine bases (for
thymidine: RNA → DNA: 2000 + DNA → DNA: 3300, for adenosine in reversed order) and ≈ 3900
guanine- and cytosine bases (for guanine: RNA → DNA: 2200 + DNA → DNA: 1700, for cytosine in
reversed order). Therefore, there are ≈ 5300 or 3900 opportunities respectively for the incorporation
of the NRTI-TPs during the process of reverse transcription.

It is generally believed that NRTI-TP insertion into the nascent DNA chain leads to chain termina-
tion, because NRTI-TPs lack the hydroxy-group that is required for the binding of the next incoming
dNTP [617]. This can be realized in two different scenarios (see fig. 6.3 and 6.4):

• Template limited case. If a limited amount of RNA template is available for reverse tran-
scription, then chain termination will cease reverse transcription. This scenario is likely when
a previously uninfected cell gets into contact with an infective virus, because only a limited
number of viral RNA genomes are packed into the virion.
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• Enzyme limited case. If a limited amount of enzyme is abundant, then chain termination
will decelerate the velocity of reverse transcription in the sense that reverse transcription has to
start from the beginning, once a nascent DNA is terminated by NRTIs. This scenario reflects
the situation in single nucleotide extension assays (e.g. [616, 618, 619]), that are typically used
to determine kinetic constants for the action of NRTIs on the reverse transcriptase. In vivo,
this scenario can occur in long lived cells when multiple integration is regarded [620, 621] and
a supply of intracellular genomic RNA is provided by the infected cell. This scenario becomes
even more likely, if the intracellular supply of RT is limited, e.g. by concomitant application of
PIs.

Limited amount of template.

If the amount of template is the limiting factor for reverse transcription, inhibition by NRTIs will
result in a depletion of viral genome. In this case, the important determinant of NRTI efficacy is the
number of template terminations, -hence template destructions (see fig. 6.3). The probability that the
reverse transcription is successful (will not be terminated) in the presence of an NRTI is denoted by(

1− η
)
= p = qN , (6.12)

where N denotes the number of targets (analog bases) for the respective NRTI. A similar model
has been presented by Goody et al. [320]. This model is similar to the sigmoidal Emax model
(eq. (6.6)), with the exception that the contribution of the substrate concentration remains disclosed
(see eq. (6.11)) and the exponent, that can cause identifiability problems in parameter estimation [622],
is given by the genomic sequence of HIV.
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Figure 6.3: Model of the impact of NRTIs on reverse transcription in the RNA template-limited case

In this model, the effect describes the probability that reverse transcription will be successful.
However, when it is successful, it will take the same amount of time, compared to the case when
no inhibitor is present. Therefore, the effect of NRTIs on the infection rate in viral dynamics (e.g.
eq. (4.37)) in the template-limited case can be modelled in the following way:

βNRTI = p · β =
(
1− η

)
·β. (6.13)

Whereas the clearance through unsuccessful infection becomes

CLNRTI =

(
β

ρrev,ϕ
− (1− η) · β

)
. (6.14)
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where β and ρrev,ϕ are the basic infection rate and the probability that reverse transcription will
successfully be finalized in the absence of drug, respectively, as previously defined (section 4.2.3).

Limited amount of enzyme.

If the amount of RT is the limiting factor for reverse transcription, then the amount of free RT
and the average time to completion of reverse transcription determines the overall velocity of reverse
transcription. In contrast to the previous model, in which reverse transcription is aborted when the
unfinished DNA chain is terminated, in this scenario, the RT can start over, using a new template that
is available in excess (see fig. 6.4). Therefore, the reverse transcription might take many rounds before
it is successfully finished. This increases the average time of reverse transcription ENRTI[τDNA] in
the presence of a chain terminator, in contrast to the average time to successful reverse transcription
Eϕ[τDNA] in the absence of drug. The effect of NRTIs in this scenario can thus be expressed as the
increase in time to successful finalization of the reverse transcription process:(

1− ε
)
= p = E0[τDNA]/ENRTI[τDNA]. (6.15)
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Figure 6.4: Model of the impact of NRTIs on reverse transcription in the RT-enzyme limited case

The process of DNA chain prolongation, termination and completion defines a Markov process with
states n = 0, 1, . . . , N , corresponding to the number of RTs with DNA chain containing n dNTP. The
effect NRTIs is the deceleration of the reverse transcription process, i.e., the fraction p of successful
DNA chain completion per unit time in comparison to the untreated situation. Equivalently, the
effect can be interpreted as the increase 1/p in the mean time needed to successfully complete reverse
transcription in comparison to the situation with no drug.

In terms of the above Markov process, the mean time τDNA to completion can be computed using
the stationary distribution π = (π0, . . . , πN ) of the Markov process and the rate ar of leaving state N :

E[τDNA] =
1

ar · πN
− 1

ar
. (6.16)

The term 1/ar denotes the mean time of release of the completed DNA chain and return of the RT to
its initial state. In the absence of an NRTI, resulting in a0 = 0 and q = 1, the mean time of successful
reverse transcription is given by

Eϕ[τDNA] =
N

a+(ϕ)
, (6.17)
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which follows from eq. (6.16) using the rule of l´Hopital. In the presence of one NRTI the stationary
distribution has the following form:

π = (1, q, q2, . . . , qN−1,
a+ + a0

ar
qN )

1
1−qN

1−q + a0+a+

ar
qN

(6.18)

where N denotes the number of natural bases that compete with the NRTI of interest for the incor-
poration into the viral cDNA. After rearrangement we derive:

π = (1, q, q2, . . . , qN−1,
a+
ar

qN−1)
1

1−qN

1−q + a+

ar
qN−1

. (6.19)

Combining eq. (6.16), (6.17) and (6.19), we can compute the effect of one NRTI on decreasing the
velocity of successful reverse transcription:(

1− ε
)
= p =

a+
a+(ϕ)

·NqN−1 1− q

1− qN
. (6.20)

The effect of NRTIs in the enzyme-limited case can be interpreted as a deceleration of the reverse
transcription process. This is very similar to case discussed in eq. (4.26) (chapter 4). We therefore
derive

βNRTI = (1− ηNRTI(ρrev,ϕ)) · β, (6.21)

with

(1− ηNRTI(ρrev,ϕ)) =
1

ρrev,ϕ +
1−ρrev,ϕ

(1−εNRTI)

. (6.22)

for the effect of NRTIs on the infection rate in viral dynamics (e.g. eq. (4.37)). The clearance through
unsuccessful infection becomes

CLNRTI =

(
β

ρrev,ϕ
−
(
1− ηRTI(ρrev,ϕ)

)
·β
)
. (6.23)

6.2.1 Impact of Resistance.

Mutations in the RT-coding region, selected during treatment with nucleoside analogues confer re-
sistance through different mechanisms: (i) altering discrimination between nucleoside RT inhibitors
and natural substrates (dNTPs) by e.g. inferring with polymerization (e.g. L74V [623–625]), binding,
or both (e.g. M184V [331, 625, 626]), or (ii) by increasing the RTs phosphorolytic activity ’excision’
(e.g. M41L, T215Y and other thymidine analogue resistance mutations), which in the presence of a
pyrophosphate donor (usually ATP) allow the removal of chain-terminating inhibitors from the 3’ end
of the primer [301].

Both mechanisms can be implemented by modifying KM,NRTI and kcat,NRTI in eq. (6.10). However,
as the removal mechanism already suggests, to accurately analyze the impact of resistance, in partic-
ular excision, the directed reactions in model in fig.6.4 (a+ and a0) should be replaced by reversible
reactions. Since NRTI incorporation is not marking the termination of the nascent DNA in these
cases, it is important to consider the expected time to complete reverse transcription, ENRTI[τDNA],
along the same lines as the previously discussed enzyme-limited case.

6.3 Summary

We have presented two general approaches to pharmacodynamic modelling: empirical and mechanis-
tic. The Emax model can be derived mechanistically, as demonstrated in eqs. (6.2)-(6.5), by assuming
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competitive binding. However, it is often used in an empirical context. The model is particularly
appealing due to its simplicity and due to the fact that it only requires one input parameter: the
fifty percent inhibitory concentration IC50. Mechanistically, the IC50 incorporates the endogenous
substrate concentration (that competes with the inhibitor for binding). In cell free in vitro assays
(e.g. assays using purified enzyme), the endogenous substrate concentration can be controlled and
inhibitory measures can be derived [612], which are independent of the endogenous substrate concen-
tration (KM and KI). This is different in cellular assays (e.g. assays using cell populations), and
consequently IC50 estimates from distinct cellular assays might lead to discrepancies in parameter
estimates. More importantly, if the endogenous substrate concentration is very different in the assay
and in vivo, the IC50s might deviate; subsequently resulting in inaccurate or false dose recommenda-
tions.

The sigmoidal Emax model is an empirical extension of the standard Emax model. It includes an
exponent, which can help to control the log-linear slope in the model.

We introduced a mechanistic model of the mechanism of action of NRTIs. The model is based on
the competitive mode of incorporation of NRTIs into the nascent DNA. Based on the conditions within
the assay/infected cell, two scenarios can be extracted: The situation in which NRTI incorporation
ceases reverse transcription (template-limited case), or the situation in which incorporation of NRTIs
decelerates the velocity of chain prolongation (enzyme-limited case).

The final mechanistic model of NRTIs pharmacodynamics (eq. (6.12) and eq. (6.20)) has some
structural similarities with the sigmoidal Emax model. However, three important determinants of
NRTI efficacy become visible:

1. The concentration of the NRTI versus the natural substrate. This parameter is most likely cell-
dependent and therefore indicates that the efficacy of NRTIs might diverge between different
HIV-infected cell-types.

2. The affinity of the NRTI to RT versus the natural substrate. This parameter is most likely sub-
ject to evolutionary optimization and might thus be the major route of resistance development.

3. The number of incorporation sites n. The number of incorporation sites determines the exponent
in the model. The apparently large exponent explains why NRTIs, besides being poor substrates
for RT, efficiently inhibit reverse transcription.

In summary, it might be sufficient to use empirical pharmacodynamic models if the main interest
is in the reproduction of pharmacodynamic profiles. However, if novel insights are to be made by
investigating the mechanism of action, then mechanistic models are required.



Chapter 7

Example: PK-PD of Zidovudine

In this chapter we will give an example of the pharmacokinetics and the pharmacodynamics of the
NRTI zidovudine (AZT), see [145]. In the case of AZT, the active triphosphate (AZT-TP) competes

with the natural substrate deoxythymidine triphosphate (dTTP) for the reverse transcriptase of HIV.
AZT-TP, once incorporated into the viral DNA chain, leads to chain termination and thereby inhibits
virus proliferation [617].

Many studies focus on the pharmacokinetics of the prodrug, assuming a linear relationship between
AZT and its active anabolite (e.g. [627, 628]). However, the relation between AZT and AZT-TP was
shown to be non-linear [629–633].

Since NRTIs exert their pharmacological activity through competition with naturally occurring
deoxynucleotide triphosphates, it has been shown for the class of NRTIs [634], and specifically for
AZT [635], that the nucleoside analogue triphosphate-to-deoxynucleotide triphosphate ratio is a major
determinant for successful chain termination by NRTIs. In the case of AZT it has been shown that
the main anabolite, zidovudine monophosphate (AZT-MP), causes depletion of dTTP levels [299,635],
which might be synergistic to the effect of AZT-TP on the reverse transcriptase of HIV.

So far there is no pharmacokinetic model which explicitly includes the complete phosphorylation
cascade of AZT to AZT-TP, although an earlier model includes AZT and AZT-MP [636]. The objective
of the present study is to build a detailed PBPK model for zidovudine and all of its anabolites, based
on in vitro and in vivo data. This allows us to study the origins of drug heterogeneity and the extent,
to which temporal fluctuations can create windows of insufficient viral suppression—with the aim to
help interpret outcomes of clinical trials [637,638].

7.1 Plasma Pharmacokinetics

We focuss on AZT and its monophosphate (AZT-MP) only, when modelling blood-plasma pharma-
cokinetics. This has the following rationale: Only AZT and AZT-MP are able to permeate cellular
membranes, while the di- and triphosphate moiety are confined to the cellular spaces [639,640]. Fur-
thermore, It has been observed that the cellular amounts of zidovudine diphosphate (AZT-DP) and
AZT-TP are significantly smaller than the corresponding AZT and AZT-MP levels (approximately
1:100) [299, 629, 632, 633, 636, 640–642]. Therefore, phosphorylation of AZT- or AZT-MP to the di-
and triphosphates in the tissue-cells insignificantly influences the kinetics of AZT and AZT-MP [639].

We will, however, model the di- and tri-phosphate species in the effect compartment, i.e., the
peripheral blood mononuclear cells (PBMC).

7.1.1 Distribution

AZT can enter cells by both passive diffusion [643–645] and active transport mechanisms [304,643,645].
Based on [639], the average tissue-to-plasma partitioning coefficient is 0.86. Zidovudine has a mean
blood-to-plasma partitioning coefficient B:P of 0.86 [646]. Based on B:P = 0.86, we obtained a
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tissue-to-blood partitioning coefficient of 1.

AZT-MP is produced intracellularly from AZT. The ratio of AZT-MP to AZT in the rest of the
body (Kr

MP:AZT) has been measured experimentally in various tissues in mice [639], resulting in an
average value of Kr

MP:AZT = 0.071. The rate of AZT-MP production was assumed to be fast on the
time scales of interest, so that AZT-MP is proportional to AZT (by the factor Kr

MP:AZT = 0.071) in
the rest of the body.

In summary, neither AZT- nor AZT-MP are extensively tissue bound. Taking the tissue-plasma
partition coefficients [639] into account and utilizing eq. (5.74), we deduce that distribution into the
tissues of the body is not limiting (distribution into tissues is completed at t ≪ 10 [min]). Therefore,
it is sufficient to use a one-compartment model to accurately describe the plasma pharmacokinetics
of AZT and AZT-MP in contrast to [145]. Utilizing this approach requires to estimate the volume
of distribution Vss. Since Kr

MP:AZT ≪ 1, we can assume that the total volume of distribution of the
drug is determined by the volume of distribution of AZT Vss ≈ Vss,AZT. Utilizing the experimental
partition coefficients [639], eq. (5.78) and (5.48) with hematocrit (hct = 0.45) and physiological data
(e.g. [585,647]), we derive Vss ≈ 47 [L] in a 70 [kg] human.

7.1.2 Elimination

AZT is cleared linearly from the body [648] at physiological concentrations (following oral dosage in
the range of 2 - 15 [mg/kg]) with a total plasma clearance of CL = 1.56 [L/min] [648]. The clear-
ance term reflects all breakdown processes involved in zidovudine elimination, regardless of the actual
pathways.

Utilizing the volume of distribution Vss ≈ 47 [L], we derive an elimination constant ke = 0.033
[1/min].

7.1.3 Absorption

The prodrug (AZT) is administered orally. However, we do not know the kinetics that underlie the
absorption of AZT. For simplicity and parameter identifiability, we assume a first-order absorption
model (see eq. (5.12)) with absorption rate ka. Since the elimination of AZT is linear and the dis-
tribution instantaneous, we can estimate ka using equation (5.13) with median in vivo tmax = 45
[min] [234, 627, 648–650] and the previously mentioned elimination constant, resulting in ka = 0.013
[1/min].

The bioavailability of AZT is Fbio = 0.64 [649]. AZT is usually administered in doses of 100mg,
300mg and 600mg.

7.1.4 Validation with Clinical Data

The final model for the plasma pharmacokinetics is the explicit solution of a one-compartment model
with linear absorption- and elimination kinetics and takes the following form:

AZT(t)p =
Fbio · dose

Vss

ka
ka − ke

·
(
e−t·ke − e−t·ka

)
(7.1)

MP(t)p = Kr
MP:AZT ·AZT(t), (7.2)

where MPp denotes the concentration of AZT-MP in the blood plasma. An explicit solution for mul-
tiple dosings can be found e.g. in [18].

The concentration-time profile of AZT in the blood-plasma, following a single dose of 100mg AZT
is shown in figure 7.1 together with clinical data. In contrast to the two-compartment model in the
original publication [145], we have used a one-compartment model here, which yields identical kinetic
profiles and indicates that additional compartments are not needed.
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Figure 7.1: AZT Plasma Concentration after a 100mg dose together with clinical data from Barry et al. [632] (+) and
Serra et al [650] (⋄)

param. value ref. param. value ref.
Fbio 0.64 [649] ke 0.033 [1/min] see text
Vss 47 [L] see text Kr

MP:AZT 0.071 [639]
ka 0.025 [1/min] see text - - -

Table 7.1: Parameters for modelling the plasma pharmacokinetics of AZT.

7.2 Effect-site Concentration

Free (unbound) AZT from the plasma compartment is exchanged with the peripheral mononuclear
cells (PBMCs), where it becomes phosphorylated to form AZT-MPe, AZT-DPe and finally AZT-TPe,
which exerts the effect (superscript e= effect compartment).

AZT and AZT-MP. The membrane permeation in PBMCs was assumed to be fast and linear, in
line with the experimental data in [639,643,646]. From [644], an unbound plasma AZT-to-intracellular
AZT partition coefficient Kup:e = 1 was derived. In [145] (supplementary material), we have shown
that the kinetics underlying the phosphorylation from AZTe to AZT-MPe and the de-phosphorylation
from AZT-MPe to AZTe are linear and fast, represented by Ke

MP:AZT = 6.14 [145], so that the in-
tracellular concentrations of AZT-MP are proportional to the plasma concentrations of AZT by the
proportionality factor Ke:p

MP:AZT = Ke
MP:AZT · fu

p/Kup:e = 4.6 (utilizing fu
p = 0.75 [646]).

AZT-MP and AZT-DP. AZT-MP phosphorylation to AZT-DP by thymidylate kinase has been
identified as the rate limiting step in zidovudine activation [651, 652]. The authors of [651, 652] re-
port a substrate inhibition due to AZT-MP binding to the ATP binding site. This has two important
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Figure 7.2: A) Detailed model of the intracellular phosphorylation cascade of AZT. B) Simplified kinetic model.

consequences: First, substrate inhibition of the thymidylate kinase by AZT-MP also reduces the phos-
phorylation of the natural substrate thymidine monophosphate, see section 7.3.1. Second, regarding
the zidovudine phosphorylation cascade, non-competitive substrate inhibition and competitive inhi-
bition by deoxythymidine monophosphate (dTMP) are taken into account. The phosphorylation and
de-phosphorylation velocities vMP→DP and vDP→MP of AZT-MP (MP) and AZT-DP (DP) are given
by

vMP→DP =
Vmax ·MP

MP
(
1 + MP

KMP
i

)
+KMP

M

(
1 + dTMP

KdTMP
i

) (7.3)

vDP→MP = v−3 ·DP (7.4)

with kinetic constants KMP
M = 6[µM], KMP

i = 30[µM] and KdTMP
i = 9[µM] have been measured

experimentally [652]. For our simulations, we assumed constant dTMP levels of dTMP = 4.1[µM] due
to homeostatic effects [653]. The maximal phosphorylation velocity Vmax = 135 [pmol/h] depends on
the thymidylate kinase concentration. Due to the lack of knowledge about the thymidylate kinase
concentration in PBMCs we estimated Vmax from the in vivo data in [145]. We infer, in agreement
with in vivo data, that the derived value of Vmax causes a rate limiting behavior. The velocity v−3

[ml/h], by which AZT-DP is de-phosphorylated, is also unknown and was estimated from in vivo data
resulting in v−3 = 0.07[ml/h]. The dephosphorylation of AZT-DP is subsequently identified as the
rate limiting step, which increases the cellular half life of AZT-TP in comparison to plasma AZT (see
fig. 5.17).

AZT-DP and AZT-TP. Experimental data [629,641,642] indicate that the kinetics between AZT-
DP and AZT-TP are linear and fast in comparison to the time scale of interests here. Consequently,
we describe the relation between AZT-DP and AZT-TP by the AZT-DP-to-AZT-TP ratio KDP:TP,
as above in the case of AZT and AZT-MP. We derived an average ratio KDP:TP of ≈ 1.1 in caucasians
[642].

Summary: pharmacokinetics at the effect site. The kinetic steps in PBMCs between all AZT
anabolites, except AZT-MP and AZT-DP are fast and linear. The phosphorylation from AZT-MP to
AZT-DP is non-linear and the dephosphorylation of AZT-DP is rate limiting, causing the difference
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param. value ref. param. value ref.
fu

p 0.75 [646] KMP
i 30 [µM] [652]

Ke:p
MP:AZT 4.6 see text KdTMP

i = KdTMP
M 9 [µM] [652]

Vmax 135 [pmol/h] see text v−3 0.07 see text
KDP:TP 1.1 [642] KMP

M 6 [µM] [652]

Table 7.2: Parameters for the intracellular pharmacokinetics of AZT.

between the half life of AZT in the plasma and halflife of AZT-TP in the cells (see e.g. fig. 5.17).
Therefore, we can derive the following system of equations that couples the concentrations of all
anabolites in the PBMCs to the pharmacokinetics of the plasma AZT:

AZTe(t) = AZTp(t)/fu
p (7.5)

MPe(t) = AZTp(t) ·Ke:p
MP:AZT (7.6)

V e d

dt
DPe =

Vmax ·MPe

MPe
(
1 + MPe

KMP
i

)
+KMP

M

(
1 + dTMP

KdTMP
i

) − v−3 ·DPe (7.7)

TPe(t) = DPe/KDP:TP, (7.8)

where V e is the volume of the PBMC compartment, which consists of ≈ 800 CD4− [106cells/L] [599]
and a variable CD4+ cell count in HIV-infected patients (healthy reference: 800 [106cells/L] [599]),
with an average volume of 140 [fL/cell] [654]. The variables AZTe, MPe, DPe and TPe denote the
concentration of AZT, AZT-MP, AZT-DP and AZT-TP at the effect site (PBMCs). Here, we have
neglected the impact of intracellular AZT-DP and AZT-TP on the plasma pharmacokinetics of AZT
(v−3 = 0). The model can further be reduced by lumping the pool of AZT-DP and AZT-TP [145]
(e.g. fig. 7.2, B).

7.2.1 Validation with Clinical Data

The simulated plasma- and intracellular pharmacokinetics of AZT and its anabolites are shown in
fig. 7.3 (left) together with experimental data from various clinical studies. In fig. 7.3 (right), we
show the pharmacokinetic profiles of plasma AZT, intracellular AZT-MP, -DP and -TP, following a
600mg dose of AZT. The nonlinear relation between extracellular AZT and intracellular AZT-TP is
illustrated in the inset.
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Figure 7.3: Left panel: Simulated versus measured clinical data from [632, 633, 642, 650]. Clinical data comprises AZT
(plasma) and AZT-MP, AZT-DP and AZT-TP in the PBMCs following oral doses of 100, 300 and 600 [mg] zidovudine.
Right panel: Sample profile for an oral dose of 600 [mg] zidovudine at steady state. The inset illustrates the saturable
relation of AZT to AZT-TP.

The intracellular kinetics have the following major implications:
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param. value ref. param. value ref.

KRT
m,TP 2.42 [616] KRT

m,dTTP 0.32 [616]

Table 7.3: Pharmacodynamic parameters for AZT.

1. Increasing the dose of AZT does not necessarily increase the amount of AZT-TP, which exerts
the effect. This is due to the saturability of AZT-MP phosphorylation (see eq. (7.7), fig. 7.3,
inset).

2. The maximum intracellular AZT-TP concentration (= maximum effect) does not coincide with
the maximal AZT plasma concentration.

3. The dephosphorylation of AZT-DP determines the intracellular half life of AZT. From our model,
we estimate an intracellular halflife of ≈ 6h. However, depending on the abundance of the de-
phosphorylating enzyme (adenosine diphosphatase) in some target cells, this half life might be
sufficiently faster (equal to the plasma half life of ≈ 1.3h in the worst case).

The combination of saturated AZT phosphorylation kinetics and the relatively short intracellular
half life might create windows of insufficient suppression for dose-intense, less-frequent dosing schemes.
We will analyze this relation in the next section.

7.3 Temporally resolved Effects of AZT

The major effect of zidovudine is related to termination of the nascent viral DNA by AZT-TP. The
propensity a+ of prolongation of the DNA chain by a single dTTP in the presence of TP is given by

a+ =
kcat · RT · dTTP(t)/α

KRT
m,dTTP

(
1 + TP(t)

KRT
m,TP

)
+ dTTP(t)/α

, (7.9)

where kcat [1/s] is the rate of insertion, and RT denotes the number of reverse transcriptases. The
parameters KRT

m,dTTP and KRT
m,TP denote the Michaelis-Menten constants for insertion of dTTP and

TP, respectively. The parameter α denotes the depletion of dTTP due to a secondary effect of AZT-
MP (discussed below). Analogously, the propensity a0 of termination of the DNA chain by insertion
of a single TP in the presence of dTTP is given by

a0 =
kcat · RT · TP(t)

KRT
m,TP

(
1 + dTTP(t)/α

KRT
m,dTTP

)
+TP(t)

. (7.10)

Based on the above two propensities, we can compute the probability q of dTTP insertion (under the
condition that either AZT-TP or dTTP is inserted) according to

q =
a+

a0 + a+
=

1

1 + TP(t)·α
dTTP(t) ·

KRT
m,dTTP

KRT
m,TP

. (7.11)

where we have utilized the fact, that the catalytic rate constants of AZT-TP and dTTP are identical
[616].

7.3.1 Secondary Effect.

Deoxythymidine monophosphate is phosphorylated by the same enzyme (thymidylate kinase) as AZT-
MP. The levels of dTDP, the predecessor of the natural RT substrate, dTTP, are reduced through
competitive and non-competitive inhibition of the phosphorylating enzyme by AZT-MP [652].
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The velocity of dTMP-phosphorylation in the presence of AZT-MP can be expressed as:

vdTMP→dTDP(MP) = (7.12)

V dTMP
max · dTMP

KdTMP
M

(
1 + MP

KMP
M

)
+ dTMP

(
1 + MP

KMP
i

) ,
where dTMP, dTDP and MP denote the concentrations of deoxythymidine mono- and di-phosphate,
and zidovudine monophosphate, respectively. The parameters KMP

M , KdTMP
M and KMP

i denote the
Michaelis Menten constants of AZT-MP and dTMP to thymidylate kinase and the inhibitory constant,
respectively. The maximum velocity of dTMP phosphorylation is denoted by V dTMP

max . The relative
extent of dTDP reduction by AZT-MP is estimated by the quotient of the phosphorylation velocities
in the absence and presence of AZT-MP

dTDP(ϕ)

dTDP(MP)
=

vdTMP→dTDP(ϕ)

vdTMP→dTDP(MP)
=: α. (7.13)

Assuming a one-to-one relation between dTDP depletion and dTTP depletion, we propose to model
the impact of AZT-MP on dTTP levels according to

dTTP(MP) = dTTP(ϕ)/α, (7.14)

where dTTP(ϕ) = 4.1 [µM] [653] denotes the level of dTTP in the absence of an inhibitor.

7.3.2 Reverse Transcription under AZT Treatment.

We can use either of the models in eq. (6.20) or eq. (6.12), depending the assumption of enzyme-
limitation or template-limitation (see section 6.2). However, the template-limited model cannot take
the major- and secondary effect of AZT into account separately, because it dose not consider the time
that the reverse transcriptase needs in order to produce DNA. Let us assume here, that the amount
of enzyme is limiting for reverse transcription. We derive

(1− ε(t)) =
a+

a+(ϕ)
·NqN−1 1− q

1− qN
, (7.15)

wity N denoting the total number of thymidine bases to be incorporated. We couple this model to
the pharmacodynamic model (eq. (7.1), (7.8)) to derive the pharmacokinetic-pharmacodynamic rela-
tionship for AZT.

The percent of successful viral DNA reverse transcription under AZT treatment (1− ε) is shown
in Figure 7.4 (left) for different dosing schemes; (a) 100mg six times a day (b) 100mg three times a
day, (c) 300mg two times a day; and (d) 600mg once daily. The impact of low AZT-TP concentrations
at the end of each dosing interval is most pronounced in the 600mg once daily dosing scheme. For
the latter, the active drug concentration is insufficient for almost the entire second half of the dosing
interval, leading to ineffective inhibition of the reverse transcription process. This lack of effect
coincides with the time at which levels of AZT-TP drop below approximately 0.05 [µM], and at which
almost no dTDP depletion remains (see [145], supplementary material). This implies that the chance
of mutational viral escape is rising at the time before the next dosing in case of less frequent dosing.
We evaluated the % of residual RT activity (relative to the absence of AZT) in Table 7.4 for a 24h
interval (1 − ε)24h after reaching steady state (day 3-4). It can be seen that for the 600mg dosing
scheme insufficient inhibition (approx. 80 %) is reached in PBMCs.

We have provided a quantitative assessment of the effect of pharmacokinetic profiles of AZT-
MP and AZT-TP on suppression of reverse transcription. We used the proposed pharmacokinetic-
(eq. (7.1), eq. (7.5)-(7.8)) and effect model (eq. (6.20)) to analyze four different dosing schemes in
silico: 100 mg every 4 hours, 100 mg every 8 hours, 300 mg every 12 hours and 600 mg every 24



142 CHAPTER 7. EXAMPLE: PK-PD OF ZIDOVUDINE

dosing scheme AUC0−24 (AZT-MP) 100 · (1− ε)24h
100mg every 4h 70.4 [h·µM] 3.6 · 10−8

100mg every 8h 35.4 [h·µM] 5.9 · 10−2

300mg every 12h 70.8[h·µM] 0.26
600mg every 24h 70.8 [h·µM] 18.9

Table 7.4: Exposure to AZT-MP and the efficacy of the treatment during 24h after pharmacokinetic steady state (day
3-4). The efficacy is expressed in % of residual RT activity during the 24h interval.
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Figure 7.4: Left panel: Residual virus DNA production for different dosing schemes after the initiation of AZT therapy.
The curves show the % residual reverse transcription (1− ε) after a once daily dose of 600 [mg] (dashed magenta line),
a twice daily oral dose of 300 [mg] (solid black line), an oral dose of 100 [mg] every 8 hours (dash-dotted blue line) and
an oral dose of 100 [mg] every 4 hours (dotted red line). Right panel: Influence of the dTTP:AZT-TP ratio on the
suppression of reverse transcription for different KRT

m,dTTP : KRT
m,TP ratios. The solid line corresponds to the literature

KRT
m,dTTP : KRT

m,TP ratio, while the other values are chosen to illustrate the impact of resistance mutation (rightmost

lines) or hypersensitivity (leftmost lines) on % residual reverse transcription.

hours. From our simulations, we conclude that the 100mg (every 8 hours) dosing scheme has the best
properties regarding (maximal) efficacy and (minimal) exposure to AZT-MP (which is connected to
toxicity [327, 328, 655]), when taking the kinetics in PBMCs as a reference for other target cells (see
Table 7.4). In the case of the 600mg once daily dosing scheme, incomplete suppression can be seen
in the time before the next dosing (Fig. 7.4, left). This apparent lack of efficacy could explain the
observed weaker viral suppression for this dosing scheme in comparison with the 300mg twice daily
scheme [638]. It is suspected to leave enough opportunities for viral escape in PBMCs. The other
dosing schemes provide very good suppression of reverse transcription in PBMCs. When comparing
the 300mg twice daily with the 100mg every 4 hours dosing scheme, similar exposure to AZT-MP is
found and potent suppression of viral RT in both cases is observed (Table 7.4). The results are in
agreement with clinical trials [637], in which similar antiviral effects for both dosing schemes were
observed. Also, the associated toxicity of both dosing strategies was comparable [637].
AZT-TP levels in CD4+ cells are sufficiently lower than AZT-TP levels in other cells of the PBMC
compartment [631,656]. The exact relation has not fully been resolved yet, however in [656], concen-
trations of AZT-TP in CD4+ cells were related to the concentrations of AZT-TP in CD4+ depleted
PBMC. For the analyzed extent of CD4+ depletion (14 % CD4+ cells in the CD3+ gate) [656] found
that the levels in purified CD4+ cells are approximately 25% of those in PBMCs (see fig. 7.5). We

dosing scheme [mg] 100 (/4h) 100 (/8h) 300 (/12h) 600 (/24h)
100 · (1− ε)24h 0.3 10 12 42

Table 7.5: Efficacy expressed in % of residual RT activity during the whole interval if the AZT-TP concentrations in
CD4+ cells are 25% of those in PBMCs, as suggested by [656].

might utilize this conversion factor to predict the levels of AZT-TP in CD4+ cells based on AZT-TP
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Figure 7.5: Correlation between intracellular levels of AZT-TP in CD4+ cells, PBMCs and CD4− cells. Illustration
from [656].

concentration in PBMCs. An analysis of the efficacy based on this assumption is presented in Table 7.5.
We infer that all dosing schemes, except for the 100mg (every 4h) would insufficiently suppress viral
replication in CD4+ cells. However, this assumption remains speculative until further data is available.

7.4 Summary

We used a novel mechanistic effect model to predict the impact of zidovudine and its anabolites on
the reverse transcription process. The pharmacodynamic model (eq. (6.20)) considers the competitive
mode of RT binding and the resultant chain termination mechanistically rather than empirically,
utilizing experimental data from single nucleotide extension assays [616]. The effect is described by
the deceleration of successful viral DNA chain completion in the presence of zidovudine compared to
the situation without drug treatment. The two potential mechanisms, by which zidovudine acts, can
be analyzed separately. The primary effect is attributed to the insertion of AZT-TP into the growing
DNA chain. Once inserted, the reverse transcription process is stopped, resulting in a degradation of
the uncompleted DNA chain. As a net result this process increases the time to successful completion of
the DNA chain. It has been shown in [634,657] that the AZT-TP:dTTP ratio is a major determinant
of antiviral efficacy. Based on our proposed effect model, we can give a mechanistic justification
of this determinant. The parameter with most influence on the overall effect is the probability of
successful dTTP incorporation q. The relation between q, AZT-TP, dTTP and the KM values is
described by the very simple relation (7.11). It states that the larger the quotient AZT-TP:dTTP,
the smaller q, as observed experimentally [634, 657]. The second factor involved in eq. (7.11) is
the ratio KRT

m,dTTP : KRT
m,TP. Mechanistically, AZT-TP powerfully inhibits reverse transcription due

to the potentiation of a low probability of incorporation by a large number of opportunities for
incorporation [652]. Therefore, very small changes in the extent of incorporation q can have a dramatic
effect on the degree of inhibition. In the light of our effect model (cf. eq.(6.20)), the probability of
successful thymidine incorporation enters the effect model to the (N -1)th power, where N denotes
the number of thymidine bases that have to be inserted. Therefore, the effect through AZT-TP is
very sensitive to (a) variations in the AZT-TP:dTTP ratio caused by depletion of dTTP pools, or
(b) temporal fluctuations in the AZT-TP concentrations caused by the pharmacokinetics after oral
dosing and (c) small modifications in the affinity of AZT-TP to RT, e.g. as a result of mutations in
the RT. Because the effect of AZT-TP (and other NRTIs) is highly sensitive to fluctuations in the
AZT-TP:dTTP ratio, we speculate that the heterogeneities in the AZT-TP (and most likely other
NRTI) levels can create a major window of unsuppressed viral replication as illustrated in fig. 7.4
(left).
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H ighly active antiretroviral therapy (HAART) consists of a cocktail of antiviral drugs. This cock-
tail of drugs is usually changed in the context of treatment failure1 [517]. However, there is little

consensus when a treatment change would be optimal [2]. One major reason for treatment failure is
the emergence of drug resistant strains, which leads to the relapse of virus in the patient’s blood
circulation. In this case, the timing of treatment change might be sub-optimal, because the chances
that the virus develops resistance against a potential salvage regimen are higher than during viral
suppression, when the viral population is small.

Consequences of viral relapse. When resistance development under HAART is the main cause
of viral relapse, the major circulating strains are treatment resistant (see e.g. fig. 4.17). In HIV, the
reservoir of latently infected cells serves as an archive of circulating viral strains before the suppression
of viremia [658, 659], which can be re-filled in case of viral relapse [660]. Therefore, if viral relapse is
driven by treatment resistant strains, it is very likely that those strains become archived in the latent,
inducible reservoir [661]. If the previously failing regimen is re-used at a later time, viral relapse might
directly originate from induction of latently infected cells, harboring resistant strains. Therefore, once
viral relapse has occurred, it might limit the use of the failing regimen for the remaining life-time of
the patients. Since drug resistance can be class-wide, this scenario might seriously eliminate treatment
options for the affected patient. As a conclusion, viral relapse under therapy should be avoided by all
means.

Timing & causes of resistance emergence and viral relapse. The mechanisms and the possi-
ble delay by which HIV resistance emergences under effective therapy, are key unsolved problems.

Under monotherapy, resistance usually develops within a few days (see fig. 7.6, left) [395,662]. The
main reasons for resistance development can in this case be attributed to the selection of pre-existing
resistant strains [507] (see e.g. fig. 4.10) or incomplete suppression. The rapid emergence of drug
resistance can readily be reproduced by mathematical models.

Start of therapy

days

Figure 7.6: Left: Rebound of viral load after nevirapine monotherapy. Illustration from [662]. Right: Virological failure
after HAART therapy. Illustration from [663].

Under effective HAART therapy, the occurrence of drug resistance and virological failure is orderly
delayed (timescale of months and years) and seems to happen at random times (see fig. 7.6, right).

1e.g. viral relapse, drug intolerance. Definition in chapter 3
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• Drug resistance in the context of HAART arises de novo as a result of ongoing viral replication
[664], indicating non-suppressive antiretroviral therapy, which is usually the result of inadequate
drug exposure [3].

• However, under non-suppressive antiretroviral therapy, drug resistance would develop within a
short time span, since the viral turnover is rapid [488] (see also fig. 7.6, left).

• On the other hand, if treatment is suppressive, de novo emergence of drug resistance at a
progressed stage of effective treatment is somewhat unintuitive: The pool of replicating virus
shrinks by several orders of magnitude (≥ 106) under effective treatment (see fig. 1.4). Thus,
it is far more likely that resistance develops at some earlier time point, compared to a later
time point (schematically illustrated in fig. 7.7, left). Resistance development should, therefore,
predominantly occur shortly after treatment initiation, in contradiction to the observation from
clinical trials (see fig. 7.6, right).
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Figure 7.7: Left: Probability to develop resistance within a certain time-frame, in the case where the amount of
replicating virus is decreasing. Inset: Cumulative probability to develop resistance. Right: Probability to develop
resistance within a certain time-frame, in the case where the the virus continues to proliferate within a small, stable
anatomical sanctuary, while it is decreasing in the bulk of infected compartments. Inset: Cumulative probability to
develop resistance.

One explanation for the delayed emergence of drug resistance under HAART is poor adherence
at some random time after treatment initiation. If the pool of replicating virus has not been en-
tirely eradicated, non-adherence might allow replication, which in turn can produce drug resistant
viral mutants at the time of non-adherence. Therefore, poor adherence can explain the random dis-
tribution and the delay of resistance development, as observed in clinical trials (see e.g. fig. 7.6, right).

In fact, poor adherence is the main cause of resistance development under HAART [664]. However,
even in 100 % adherent patients, resistance can develop (see fig. 7.8) and thus adherence cannot be
the only factor leading to virological failure. Interestingly, protease mutations were more frequent
in highly adherent individuals on protease inhibitor-based HAART, compared to patients with low
treatment adherence [665]. Although these associations appear paradoxical, they were substantiated
in subsequent studies that utilized different means of adherence and resistance assessment [666, 667].
Mathematical models and longitudinal analysis of the association between adherence and resistance
development verified that the greatest risk of protease inhibitor resistance occurs at moderate-to-high
levels of adherence [668–670] (see fig. 7.8). Resistance development declines modestly with perfect
levels of adherence [670], however, it does not vanish (see fig. 7.8).

One possible explanation for the delayed emergence of drug resistance, despite 100% adherence
could be the ongoing replication in a pharmacological sanctuary that is in poor exchange with the
plasma virus (which is typically measured) [671–678]. In this case, treatment appears to be fully
suppressive, because plasma virus is declining below the levels of detection. However, treatment is
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Figure 7.8: Correlation between adherence and virological success (light gray), virological failure without resistance
development (dark grey) and virological failure with resistance development (black). Illustration modified from [664].

not suppressive within a small, but stable, anatomical sanctuary. Over time, replication (= mutation)
within this small, unsuppressed viral population constantly increases the probability that resistance
emerges (see fig. 7.7, right).

There are various lines of evidence, that most drugs poorly penetrate the brain and the testis
(see chapter 3). Furthermore, the penetration of PIs, for example, can be highly restricted by efflux
transporters. In the case of NRTIs, some target cells might produce insufficient amounts of intracel-
lular NRTI-triphosphate. The penetration of antivirals into different infected compartments might
therefore be highly heterogeneous, effectively leading to sub-optimal suppression, or mono-therapy
in some compartments, which lowers the barrier to resistance and facilitates the emergence of drug
resistance [679]. Ongoing replication in anatomical sanctuaries might occur in conjunction with the
necessity to develop multiple mutations sequentially to obtain resistance [680], which generally re-
quires more time than single point-mutations [664].

Strategy to avoid viral relapse. There are two major obstacles to the clinical implementation
of strategies that aim at avoiding resistance emergence and virological rebound under whatever cause
(e.g. adherence, compartmentalization):

• Resistance emergence and viral relapse occurs at random times.

• Viral relapse occurs within an extremely short time (days–weeks), which leaves a very small
time-frame between the detection of resistance emergence and viral relapse.

Because of the random distribution of virological failure over time, constant monitoring would be
required in order to detect virological failure. Since virological failure can manifest within such a
short time-scale, monitoring would have to be very frequent.

Let us assume for the moment that frequent patient monitoring is feasible. The proposed strategy
for the optimal sequencing of drugs (see section 4.6) utilizes the reproductive capacity, for which we
have shown, that it can detect virological failure prior to e.g. the (total) virus load (see e.g. fig. 4.13,
4.14), thus expanding the time-frame between the detection of resistance and viral relapse. However,
Rcap requires a detailed knowledge about the viral quasi-species composition in the patient, which
necessitates the use of genotypic- or phenotypic assays. Already, the FDA recommends to perform
drug resistance testing during antiretroviral therapy, in the case of virological failure [2]. However,
there are certain limitations to these assays that currently limit the use of the proposed strategy in a
clinical setting.

• The sensitivity to detect minor variants in standard assays is usually low (20–50%). However
pyro-sequencing might increase the sensitivity of genotypic assays. Recent phenotypic assays
have been reported to be sensitive enough to reveal < 1% mutants in mixed samples [681].
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• The turnover of genotypic- or phenotypic assays is usually a few weeks, although results might
be available within 8 days [681].

• When viremia is below the limit of detection, there might be no way of assessing the viral
quasi-species distribution.

Besides these methodological issues, there are certain issues that have not been considered in this
work. Drug penetration is usually heterogeneous, as previously discussed. More frequent therapy
change, which might be a result of the proposed treatment switching strategy (section 4.6), might
help to purge anatomical sanctuaries that could exist and manifest under a single drug combination.
In this respect, the proposed strategy might create an extra benefit over traditional HAART. However,
one serious concern is multi-integration of provirus in infected cells. Actively infected T-cells have a
relatively short half-life and only about four integrated pro-viruses [621]. However, latently infected
CD4+ cells might harbor as many as 100 copies of integrated provirus [682]. Multi-integration can be a
problem, because during the lifetime of these cells, they might be exposed to many different treatment
regimen in the context of the switching strategy. As a result, a single cell might harbor many resistant
proviruses, that together confer multi-regimen resistance. The impact of this phenomenon and the
likelihood of its appearance has not yet been investigated.
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Appendix A

Ionization

Consider the dynamics of proton dissociation for mono-protonic acids and mono-protonic bases re-
spectively

A : H 
 H+ +A− (mono-protonic acids)

B : H+ 
 H+ +B (mono-protonic bases)

where A : H and BH+ denote the acid, respectively, the protonated base (conjugate acid), while A−

and B refer to the deprotonated acid (conjugate base), respectively, base. In the case of acids, the
fully protonated compound (A : H) is considered as ’neutral’, whereas it is the fully deprotonated
compound for bases (B). The other forms are considered as ’ionized’. Analogous formula hold for
di-protonic acids, di-protonic bases, i.e. molecules with two acidic, respectively, basic groups. In the
case of di-protonic acids, di-protonic bases we generally assume that pKa,2 > pKa,1. For zwitterionic
compounds, i.e., neutral compounds having formal unit electrical charge of opposite sign [683], it is

H : AB : H+ 
 H+ +A−B : H+ 
 2H+ +A−B (zwitterions)

In the case of zwitterions we will refer to the zwitterionic form (A−B : H+) as ’neutral’, and the acidic
and basic forms (A−B and H : AB : H+) will be referred as ’ionized’. For equilibrium conditions, the
relationship between the acidity of a medium, expressed by the pH value, and the degree of compound
ionization within the medium has been formalized by Henderson and Hasselbalch.1 [684,685] For the
mono-protonic case, it is

log10

(
Ionized

Neutral

)
=

{
+(pH− pKa); mono-protonic acids

−(pH− pKa); mono-protonic bases
(A.1)

For zwitterionic compounds, the ionized form consists of the acidic and basic species. At pH=pKa
the concentrations of ionized and non-ionized species are equal (see fig. A.1).

In order to abstract from the particular ionization properties of a drug, we introduce the neutral
fraction fn, defined by

fn =
Neutral

Neutral + Ionized
.

Exploiting Eq. (A.1) yields for the neutral fraction fn

1

fn
=



1 + 10+(pH−pKa); mono-protonic acids

1 + 10−(pH−pKa); mono-protonic bases

1 + 10+(pH−pKa,1) + 10+(2pH−pKa,1−pKa,2); di-protonic acids

1 + 10−(pH−pKa,2) + 10−(2pH−pKa,1−pKa,2); di-protonic bases

1 + 10+(pH−pKa(base)) + 10−(pH−pKa(acid)); zwitterions

1; neutrals.

(A.2)

1Note, that this equation only applies for ionizable compounds. Some compounds (’neutrals’) cannot be ionized.
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Figure A.1: Ionization profiles of a mono-protonic acid with pKa = 5 (upper left panel); a mono-protonic base with
pKa = 8 (upper right panel); a di-protonic acid with pKa,1 = 5 and pKa,2 = 7 (lower left panel); and a zwitterionic
compound with pKa,1 = 5 and pKa,2 = 8 (lower right panel). For details, see the text.

In the case of di-protonic acids or bases we assume that pKa,2 > pKa,1.


