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I. INTRODUCTION E[w;]. Unfairness generally exists between flows with

This note discusses the impact of RTT scaling in the pro- different round-trip times. This is illustrated in Figure
posed H-TCP modifications to the additive increase elemiento 2 Which plots the ratio of the mean congestion windows
the TCP AIMD congestion control algorithm [1]. To provide ~ £[wi] as the path propagation delay of one flow is varied.
a baseline for comparison, we first detail some fundamental AISO shown in Figure 2 are the values predicted by
characteristics of both the standard TCP algorithm and the Elwi] a;/(1=E[B]) _ 1/\RTT; 5
basic H—TCF_’ algonthm vv_|thout RTT _scahng. The impact Elw;] — o;/(1— E[5;)) ~ 1/)\RIT, 2
of RTT scaling is then discussed. Since the proposed H-

TCP modifications are to the AIMD component of the TCP ~ Where); is the probability of flowi experiencing a packet

congestion control algorithm, leaving changes to slowt star loss when a network congestion event occurs (so, for
a separate issue, our focus in this document is primarily on €xample,A; = 1 when drops are synchronised). This
the behaviour of long-lived flows. formula is derived in [2], [3]. Also marked by solid

lines in this figure is the ratio predicted when is the

same for both flows. These lines are marked on most
RTT unfairness figures in this note to provide a reference
for comparing plots. Figure 3 shows the corresponding

Il. STANDARD TCP
In outline, the standard TCP congestion control algorithm

updates the congestion windewnd according to an Additive results obtained for 10 competing flows with a range
Increase Multiplicative Decrease (AIMD) control law. Ineth of round-trip times as the RTT of flow 1 is varied (the
congestion avoidance phase, when a souneeeives a TCP distribution of flow round-trip times used is similar to that
ACK, it incrementscwnd according tocwnd — cwnd + in [4]). Note that these examples include background web

a®/cwnd wherea® = 1 for the standard TCP algorithm. When  y5tfic with a range of connection lengths (the web traffic
packet loss is detectedwnd is reduced by a backoff factor generator inN'S is described in [5]).

B%: thuscwnd — (%cwnd, where3® = 0.5 for standard TCP.

Let w;(k) denote the congestion window size of flow
i immediately before the’th network congestion event is
detected. We have immediately from the AIMD algorithm
that

wi(k+1) = Bi(k)wi(k) + ;T (k) 1)

whereg; (k) = ¢ if flow ¢ sees a drop at theth congestion

event and backs off whilg; (k) = 1 if flow i does not back off. Fig- 1. Dumbbell topology.

T(k) is the duration (in seconds) of tti¢h congestion epoch

anda; denote the effective increase rate of floim packets/s; « Convergence Ratd-ollowing startup of a new flow or
that is, whilea® determines the rate of increase per round-trip  other disturbance, the network converges to equilibrium
time, a; is the corresponding effective rate of increase per in approximately 4 congestion epochs. More precisely,

second. Observe that; is therefore approximately/ RTT;, the mean congestion windows; of the flows converge
where RT'T; is the round-trip time of flow. to within 95% of their equilibrium values in ho more
We note the following properties of the standard TCP AIMD  thanlog(0.05) /log(max E[3;]) congestion epochs, which
algorithm for long-lived flows in a dumbbell topology yields 4 epochs wherE[3;] = 0.5 [6], [3]. This is
« Fairness.Flows with the same round-trip time have, on  illustrated in Figure 4 (in this example packets drops

average, the same throughput and congestion window are synchronised but the unsynchronised drop situation
is identical provided we work in terms of the mean peak

LA network congestion event occurs when one or more flows e congestion window).

packet loss. Note that later in this note we sometimes alsothes quantity « Loss OverheadSuppose a TCP flow loses on average
Q; rather thanw;. ©2; and w; are different quantities. Namely); is the

peak congestion window of flow immediately beforehat flow backs off — Niost packets at a congestion event. For a S'ngle flow

it is thus similar to the quantity used in Padhye’s fluid mod&hereasw; on average the number of packets,:,;, sent between

is the value of thgz congestion Wind(_)w of fIQV\/conditio_ned onany f_Iowin congestion events i$/2(1 + ﬁs)(l _ ﬁs)Q?/as' where

the network backing off. The latter is a useful quantity wteeralysing the . L . . .

dynamics of a network and interactions between flows. We tiatav, = ; this expression Is obtained by S|mply counting the number

in the case of synchronised drops of packets under the TCP sawtooth dngis the value of
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Fig. 4. NS packet-level simulatior{ = 1, 8; = 0.5, dumb-bell with

Variation of time averages;(k) with propagation delayTy in 10Mbs bottleneck bandwidth, 100ms propagation delay, 4&giaqueue).

dumbbell topology of Figure 1. Key:NS simulation result;o equation (2);
solid lines correspond to equal drop probability case. (et parameters:

B=100Mb, ¢maz=80 packets,T=20ms, Tp=102ms; approximately 0.5% € (packets) | Loss overhezad
bidirectional background web traffic). 10 2.67 x 10~
100 2.67 x 1074
1000 2.67 x 1076
2000 6.67 x 1077
1 . j 5000 1.06 x 1077
. o o T 10000 2.67 x 1078
' 20000 6.67 x 107°
0.8 L O aggregate of flows 2-10 b 50000 1.06 x 1079
< flowl TABLE |
0.7 O equation (2) 4
E LOSS OVERHEAD VS PEAKcwnd.
S 06f B
g
é 0.5 b
£ . .
2 o0af 1 congestion control algorithm (recall that the convergence
© . . . .
) ] time above is stated in terms of congestion epochs and
thus increases in proportion with the congestion epoch
2 ] duration).
oLr Q Q ® @ i - -
‘ ‘ ‘ ‘ ‘ ‘ @ ‘@ Q, (packets) Congestion epoch duration (seconds)
O20 40 60 80 100 120 140 160 180 200 RTT 10ms RTT 50ms RTT 100ms RTT 250ms
T, (ms) 10 0.05 0.25 0.5 1.25
100 0.5 25 5 12.5
i ) . 1000 5 25 50 125
Fig. 3. Fairness between 10 competing TCP flows as RTT of flow 1 2000 10 50 100 250
varied. (V.S simulation, dumbbell topology, 155Mb bottleneck lirik,10ms, 5000 25 125 250 625
10 flows, flow 1 access link delays marked on x-axis, flow 2-10 access 10000 50 250 500 1250
link delaysT; 0,0,2,8,20,44,80,138,200 ms, queue 250 packets, app&. 0 20000 100 500 1000 2500
bidirectional web traffic). 50000 250 1250 2500 6250
TABLE Il
CONGESTION EPOCH DURATIONIN SECONDS) VS PEAK CONGESTION
flow ¢'s cwnd immediately before the flow backs off. The WINDOW.

loss overhead (lost packets as a fraction of transmitted
packets) is given byt s: /niotar- Values for standard TCP
are shown in Table | fof;,,; = 1. Observe that the loss . H-TCP WITHOUT RTT SCALING
overhead is highest for small peak congestion windows, o a o

as might be expected. The basic H-TCP proposal[1] modifies the additive increase

Congestion Epoch Duratiorit is also useful to consider algorithm to

the variation of the congestion epoch duration with peak fas(A)

congestion window();. We have that the congestion cwnd — cwnd+ =2 ®)
epoch duration for a flow, measured in round-trip times;i,

is (1 — 3°)Q2;/a®. Thus, the duration in secondsis= A < AL

(1-p%)Q; RTT;/a*. Values for standard TCP are shown fas(A) = { 7 1(A) AS AL 4)

in Table Il. It can be seen that the congestion epoch
duration quickly becomes very long for large congestiowhere A, is a specified threshold such that the standard TCP
windows, resulting in poor responsiveness of the TChpdate algorithm is used whil&d < Aj. A quadratic increase



function f,- is suggested in [1], [7], namely state we have for flow that,

far(A) =14+ 10(A - AL) +0.25(A — Ap) (5) (1— 590, = 1/RTTi/ Fatonas (A)dA ©6)
H-TCP has similar fairness and convergence properties to ] . 0 . ) .
the standard TCP algorithm. whereT is the congestion epoch duration. Evaluating this for

o Fairness.Figures 5 and 6 illustrate the RTT unfairnesghe increase function in (5) yields
characteristics of competing H-TCP flows. It can be seen(1 — 3)Q; = 1/RTT;[T + 5(T — 1)? + (T — 1)3/12] (7)

that the behaviour is very similar to that of standard TCP. ) ) ) ) ) )
Numerically solving this nonlinear equation for the cortges

epoch duration]’, we obtain the values given in Table Ill. The

E ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ impact of the more aggressive increase function in reducing
P N o 5 o oo the congestion epoch duration with large congestion wirgdow
E is evident.
0.8 O aggregate of flows 2-10| 7
07 o Zi’ﬁion @) J Q; (packets) Congestion epoch duration (seconds)
E RTT 10ms RIT50ms RIT 100ms RIT 250n)s
< 0sf 10 0.05 0.25 05 11
g 100 0.5 1.4 1.8 2.4
§0° 1000 1.8 3.05 4.0 5.7
2 oul 2000 2.2 4.0 5.2 7.6
E 5000 3.0 5.7 7.6 11.2
" oaf 10000 4.0 7.6 10.2 15.1
20000 5.2 10.2 13.7 19.3
02 50000 7.6 15.1 20.3 29.9
01 oy s . TABLE Il
o
o i i i i i L2 © CONGESTION EPOCH DURATION(IN SECONDS WITH BASIC H-TCP
20 40 60 80 100 120 140 160 180 200
T, (ms) SCHEME VS PEAK CONGESTION WINDOW

Fig. 6. Fairness between 10 competing H-TCP flows as RTT of flow . . .
is varied. (VS simulation, dumbbell topology, 500Mb bottleneck link, We can obtain the associated loss overhead by observing

10ms, 10 flows, flow 1 access link delay marked on x-axis, flo#0Zccess that the number of packets;,;,; sent between congestion
link delays 0,0,2,8,20,44,80,138,200 ms, queue 250 paclagiprox. 0.5% event by flowi is
bidirectional web traffic). y

T
« Convergence RatéThe convergence rate of competing Motal = /o cwnd;(t)/RTT:dt (8)
H-TCP flows is illustrated in Figure 7. As with standar . .
TCP, convergence following a network disturbance tak(irshat 's, for the basic H-TCP scheme

. . t
approximately 4 congestion epochs. Neotar = {B°UT + mtOT/ Fatphas (A)/RTTdAdt}/RTT;
0
5000 T T T T T T T T T (9)
asool Evaluating this for the increase function in (5) yields
] Niotal = B°UT/RTT+{1/2T%45/3(T—1)341/48(T—1)*}/RTT?
3500 (10)

Using the values from Table Il for the congestion epoch
duration T, we then obtain the loss overhead valugs,; ;.
25001 1 shown in Table IV. Observe that the highest loss overhead is
8 2000} l associated with small peak congestion windows and the worst
case is thus identical to that for standard TCP.

We can assess the friendliness of H-TCP flows when

—~ 3000

wnd (packets)

1500

ooy | competing with legacy TCP flows by comparing the effective

5001 1 increase rate of an HTCP flow with that of a standard TCP
. ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ flow. The effective increase rate in packets per round-inie t
R gy o o is given by(Q; — 3°Q;)/(T/RTT;). For standard TCP this is

' . ) ) ) approximately 1. Table Il details the relationship betwéee
Fig. 7. Example of two H-TCP flows illustrating rapid convenge to fairness . h d . d th K . ind
- taking approximately 4 congestion epochs which is in aperg with the congestion epoc uration and the peax congestion window

rise-time analysis fo3; = 0.5 (NS simulation, network parameters: 500Mb{2;. Using this relationship, we obtain the effective increase
bottleneck link, 100ms delay, queue 500 packets). rates in Table V for H-TCP. The unfairness that occurs
when H-TCP flows compete with legacy TCP flows with the
The more aggressive increase functifin,., used in H- same round-trip time is roughly proportional to the diffece
TCP decreases the congestion epoch duration for large com4ncrease rates. Figure 11 also shows simulation results
gestion windows while increasing the loss overhead. Indsteaillustrating the dependence of fairness between H-TCP and
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Fig. 5. Fairness between competing H-TCP flows as RTT of skflow is varied. Key: + flow 1p flow 2, solid lines correspond to equal drop probability
case for standard TCPMS simulation, dumbbell topology, common network parametérs20ms,7p=102ms; approximately 0.5% bidirectional background

web traffic).
Q; Loss overhead Q; (packets) Effective number of standard TCP flows
(packets) RTT RTT RTT RTT RTT 1I0ms RTT 50ms RTT 100ms RTT 250ms
10ms 50ms 100ms 250ms 10 1.0 1.0 1 1.1
10 2.67x 1072 267 x 1072 267 x 1072 3.0 x 102 100 1.0 1.8 2.8 5.2
100 [267x107* 51x107* 87x107* 1.6x1073 1000 2.8 8.2 12.5 21.9
1000 | 8.7x107% 26x107° 40x10"% 6.8x107° 2000 4.5 12.5 19.2 32.9
2000 | 3.6x107% 99x107% 15x1075 25x10°° 5000 8.3 21.9 32.9 55.8
5000 | 1.0x10=6 27x1076 4.1x10°% 6.7x 106 10000 12.5 32.9 49.0 82.8
10000 | 4.0 x 107 1.0x10~% 15x10~6 2.5x10-6 20000 19.2 49.0 73.0 129.5
20000 | 1.5x10~7 38x10~7 56x10-7 9.4 x10~7 50000 32.9 82.8 123.1 209.0
50000 | 4.0x 1078 1.0x1077 1.5x1077 2.6x 1077 TABLE V
TABLE IV EFFECTIVE INCREASE RATE WITH BASICH-TCPSCHEME VS PEAK
LOSS OVERHEAD VS PEAK CONGESTION WINDOW FOR BASIEI-TCP CONGESTION WINDOW
SCHEME.

change in the increase rate. This ensures a smooth transitio

from low to high- speed operation under network conditions,
e for example Figure 8 which shows time histories of a H-
CP flow competing with a legacy TCP flow in the transition
egime where the H-TCP flow just enters high-speed mode

Icg]wards the end of each congestion epoch.

legacy TCP flows on the bandwidth-delay product (it can
seen that the figures are in good agreement with Table
results are not shown for bandwidth-delay product abové®10
because the lengthening congestion epoch duration ofatan
TCP means that extremely long time histories are required
order to collect good statistics).
Comment: Smooth transition to high-speed operation. IV. H-TCP WITH RTT SCALING

The increase function (5) is a continuous function og theetim In this section we consider the impact of amending the basic
since last backoffA and so as\ increases there is no abruptH-TCP scheme to include RTT scaling; that is, changing the



100

90 | —
standard TCP 0.91 a o o 7
80 - o o

0.8 1
70H ,

60H B
aggregate of flows 2-10

flow 1

O x O

°
2
g
x
[
50 1 g equation (2)
) | ] i { 1 S 05f 4
# I /! t /J I [
401 [ [ I I B R E
A [ A I A I A 2 04 4
| ! 4 4 5 Y/ ’; =
h o [ 7 | | Y/ ]
30 . A | 707 g ,/ y ol ©
Voot | o 03 R
| VAN | r [ I
20 AR i
| ’
] N 0.2 1
| J X ®
10 ¢ H-TCP 0112 Q < © R |
; &
° . £ . . .
0 10 20 30 40 50 60 0 L L L L L L L L
20 40 60 80 100 120 140 160 180 200

T, (ms)
Fig. 8. Example of an H-TCP flow and a legacy TCP in the tramsitegime !
where the H-TCP flow is just entering high-speed mode. (NSulsition,
network parameters: 5Mb bottleneck link, 100ms delay, quédi packets). Fig. 10. Fairness between 10 competing H-TCP flows as RTT of flo
is varied. (VS simulation, dumbbell topology, 500Mb bottleneck link;
10ms, 10 flows, flow 1 access link delay marked on x-axis, flobd2elays
0,0,2,8,20,44,80,138,200 ms, queue 250 packets, appref bidirectional

congestion window increase function to be web traffic).
1 A< AL
ws (D) = { = Z 11
Jor(8) maz(l, pfos(A)] A > AF - adjusted for these factors, is shown in Table VI. The

where the scaling factop is given by the round-trip time corresponding effective increase rates are shown in Table
normalised by a reference round-trip tinf&l'T’; that is, for VIL.
flow i p = RTT;/RTT. We return later to the choice &77T.
To guarantee backward compatibility with standard TCP 078
low-speed regimes, the increase rgte is constrained to ol +
be greater than or equal to one. Furthermore, it is prude il * |
to restrict the value of the scaling factpr For illustrative .
purposes, we constraip to lie in the interval [0.1,2]; for o ) 1
RTT = 100ms, this corresponds to limiting RTT scaling to §°-55’+ Lo, : " 1
round-trip times in the range [10ms, 200ms]. _ 05y 58 g 8 B 1

The impact on fairness of this RTT scaling modificatiol  2osk o o 1
is illustrated in Figures 9 and 10. It can be seen that, 04l 5 i
expected, RTT unfairness remains largely unchanged in lo oasl © °|
speed networks (the H-TCP algorithm behaves as stand °
TCP in low-speed conditions and hence the RTT unfairne il 7
exhibited by the standard TCP algorithm continues to t %0 10 200 30 40 500 00 700 80 %0 1000

. . . . delay-bandwidth product (packets)

present) but RTT unfairness is greatly reduced in higheedp
conditions.

Wi that mitigati RTT fai . t h Fig. 11. Fairness (friendliness) between an H-TCP flow witout RTT
€ argue that mitigating unfairness Is not, Owevesrcaling competing against a standard TCP flow as delay-hdtidwroduct

necessarily the primary benefit of RTT scaling in high-speetivaried. Key: + H-TCP without RTT scaling; competing standard TCP,

networks. We observe that RTT scaling yields the foIIowingov\'l"'ng ‘éviirt][:ulgggn S‘;]ae}'t\fl‘v% ﬁ(TKT;;%OeT;gz ;gnr:‘spe%?gzﬁqt:‘“g?g nISCP

additional benefits, B € {1,2,10, 20, 40, 60, 80, 100, 200, 400} Mb, qmaz=20 packets foi3 <
« Improved FriendlinessBy reducing the aggressiveness of0Mb, 50 packets foi3 < 80Mb, 100 packets fo3 < 400Mb, 250 packets

the H-TCP algorithm on short RTT paths, RTT Sca‘”néor B=400Mb; approximately 0.5% bidirectional backgrouveb traffic).
improves the friendliness of H-TCP flows when compet-
ing against standard TCP. This is illustrated, for example,» Reduced Loss OverheaSiimilarly, RTT scaling reduces
in Figure 11. In more detail, with RTT scaling and the H-TCP loss overhead on paths with short round-trip
RTT = 100ms we have that the congestion epoch times: see Table VIII.
duration roughly corresponds to the 100ms column in These benefits are obtained at the price of a longer conges-
Table Ill. It is necessary, however, to take account dfon epoch duration on short round-trip time paths when RTT
the impact of constraining the RTT scaling facierto scaling is used. As discussed earlier, network responssgen
the interval [0.1,2] and the effect of constraining thé&ecomes slower as the congestion epoch duration becomes
increase rate to be at least 1 packet per round-trip time fonger. However, on short round-trip time paths the corigest
backward compatibility. The congestion epoch duratioepoch duration is very short when RTT scaling is not used.
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Fig. 9. Fairness between competing H-TCP flows with RTT sgadis RTT of second flow is varied. Key: + flowd flow 2, solid lines correspond to equal
drop probability case.¥'S simulation, dumbbell topology, common network paramet&rs20ms,7,=102ms; approximately 0.5% bidirectional background
web traffic; RT'T=100ms).

Q; (packets) Congestion epoch duration (seconds) Q; (packets) Effective number of standard TCP flows
RTT 10ms RTT 50ms RTT 100ms RTT 250ms RTT 10ms RTT 50ms RTT 100ms RTT 250mMs
10 0.05 0.25 0.5 1.1 10 1.0 1.0 1 1.1
100 0.5 1.7 18 1.8 100 1.0 15 2.8 6.9
1000 35 3.9 4.0 4.0 1000 14 6.4 12,5 31.2
2000 4.9 5.2 5.2 5.2 2000 2.0 9.6 19.2 47.2
5000 7.4 7.6 7.6 7.6 5000 34 16.4 32.9 82.2
10000 10.1 10.2 10.2 10.2 10000 4.9 24.5 49.0 122.5
20000 13.7 13.7 13.7 13.7 20000 7.3 36.5 73.0 182.5
50000 20.3 20.3 20.3 20.3 50000 12.3 61.6 123.1 307.8
TABLE VI TABLE ViII
CONGESTION EPOCH DURATION(IN SECONDY WITH H-TCP RTT EFFECTIVE INCREASE RATE WITHH-TCPAND RTT SCALING VS PEAK
SCHEDULING SCHEME VS PEAK CONGESTION WINDOWRT T'=100MS). CONGESTION WINDOW(RT'T'=100mS).

An increase in congestion epoch duration can thus potBntialersus peak congestion window and round-trip time is shown
be tolerated without unduly reducing network responsigsnein Table Il for the basic H-TCP algorithm. With RTT scaling,
from a user viewpoint. the dependence of the congestion epoch duration on roynd-tr

The responsiveness is determined by the value of thme is effectively removed and the value BT then selects
reference valueRTT. In more detail, we have that H-TCPthe particular column in Table 1l that applies - in the résul
exhibits the same rise time, measured in congestion epashspresented in this note a value of 100ms is used RArT.
standard TCP; that is, a 95% rise time of 4 congestion epodhith this choice, the congestion epoch duration is less fitan
when E[3;] = 0.5. We can selecRTT to ensure a specified seconds when the congestion window size is less than 10,000
bound on the congestion epoch duration and hence megbpagkets; that is, witlRTT" = 100m.s the 95% rise time is less
requirement on the actual (measured in seconds rather tifaan 40 s for all congestion window sizes less than 10,000
congestion epochs) rise time. The congestion epoch daratfmackets.




Q; Loss overhead
(packets) RTT RTT RTT RTT
10ms 50ms 100ms 250ms
10 2.67x 1072 267 x 1072 267 x 1072 3.0x 102
100 |267x107% 4.6x107% 87x10"% 21x103 (6]
1000 | 44x107% 20x1075 4.0x107° 9.9x10°°
2000 | 1.6x107% 75x107% 15x10"% 3.7x10°°
5000 | 42x 1077 20x1076% 41x1076 1.0x107° 7]
10000 | 1.5x 1077 7.6x10"7 1.5x10"6% 3.8x10°6
20000 | 5.6 x 1078 28 %1077 5.6x107 14x10°6
50000 | 1.5x 1078 7.5x107% 1.5x1077 3.9x107 18]
TABLE VIII

LOSS OVERHEAD VS PEAK CONGESTION WINDOW FORI-TCPAND RTT
SCALING (RTT=100MS).

V. RTT SCALING & FUTURE DEVELOPMENT

When considering modifications to TCP, it is prudent to try

[5] W. Willinger, M. S. Taqqu, R. Sherman, and D. V. Wilson gISsimilarity

through high-variability: statistical analysis of EthetnLAN traffic at
the source level, IEEE/ACM Transactions on Networkingol. 5, no. 1,
pp. 71-86, 1997.

R.N.Shorten, D.J.Leith, J.Foy, and R.Kilduff, “Analgsand design of
congestion control in synchronised communication netgprkutomat-
ica, vol. 41, pp. 725-730, 2005.

R. Shorten and D. Leith, “H-tcp protocol for high-speathd-distance
networks,” inProc. 2nd Workshop on Protocols for Fast Long Distance
Networks. Argonne, Canad2004.

T. Henderson and R. Katz, “On improving the fairness @f tongestion
avoidance,” inProceedings of IEEE GLOBECQOM998.

to assess the impact that proposed changes may have in terms

of opening or closing off avenues of future development. In
this context, we recall that previous work [8] on the applma
of RTT scaling in low speed environments concluded that it
is difficult to achieve backward compatibility. In partiem
it is difficult to define a reference valuTT that avoids
either the scaled flows gaining an unfair bandwidth sharewhe
competing against standard TCP, or vice versa. This result i
not surprising - for round-trip times shorter th&¥'T RTT
scaling reduces the AIMD increase parameter to a value below
that of the standard TCP algorithm, while for round-tripéisn
longer thanRTT RTT scaling increases the AIMD increase
parameter above that of the standard TCP algorithm. Hence,
fair co-existence seems impossible and the AIMD approach
adopted in the standard TCP algorithm, with its associated
RTT unfairness, therefore seems to impose some limit on the
possible options going forward. In the context of high-gbee
networks, the requirement for friendliness towards steshda
TCP flows is relaxed and it is this that allows us to use RTT
scaling during high-speed operation (RTT unfairness durin
low-speed operation remains, of course, similar to that for
standard TCP in order to ensure backward compatibility).
With regard to the future, it therefore appears that roll-
out of an AIMD-based high-speed protocol that continues to
behave unfairly would seem to create a backward compéyibili
requirement in the future that would make it difficult for
subsequent modifications to improve fairness. Conversely,
may be that an opportunity exists to improve the fairness
between competing TCP flows by using, for example, RTT
scaling. The backward compatibility requirement on subse-
guent developments of TCP would then have the virtue of
maintaining fairness.
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