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This dissertation investigates and evaluates the idea of handling mobility at the transport layer,
using mobile Stream Control Transmission Protocol (mSCTP) as an example of a handover transport
layer protocol.

To this end, (the first part of) this thesis provides the reader with a necessary background for IP
mobility-related aspects, surveying detailedly the most popular of the existing solutions. Provided
overview includes Mobile IP (MIP) and its most important derivatives to represent the network-
layer-based schemes, as well as Session Initiation Protocol (SIP) as an example of an application-
layer approach. The details of the most important transport layer solutions are given on continua-
tion, along with the motivation for the development of such mobility management schemes. Among
presented transport-layer approaches, the one based on the mSCTP is chosen as a representative for
the analysis performed in this dissertation. This choice is additionally motivated by two inter-
esting features that SCTP protocol introduces, and that are interesting in the context of handover
applications: multihoming and multistreaming (to some extent).

(Still in the introductory part) a detailed state-of-the-art of the SCTP protocol is provided, stress-
ing its signaling background and original scope of use that did not consider mobility related ap-
plication. The described transition from the signaling to a general purpose transport protocol illus-
trates the dynamics of the development of this relatively recent proposal, and explains why SCTP
is currently one of the most interesting innovative transport protocols.

The core of this dissertation outlines major mobility-related considerations in the context of fu-
ture heterogeneous wireless networks, identifying all important handover scenarios, and specifying
the most representative one to conduct the proposed analysis. Several transport-layer handover
schemes based on SCTP are analyzed in the selected scenario. First of the discussed schemes, pro-
vided also as a reference model for evaluations presented in the following sections of this work,
reuses the standard SCTP failover, a mechanism originally devised to increase protocol robustness.

Next, the details of transport-layer loadsharing are explained, to facilitate the introduction of the
mSCTP-CMT-PF handover scheme, an essential improvement for transport layer mobility suggested
by this work. The devised proposal incorporates one of the most popular loadsharing schemes pro-
vided for SCTP, the Concurrent Multipath Transfer (CMT), that originally does not target wireless
networks. Evaluation exposes the main challenges of such a design, pointing out the most important
constraints limiting its scope of application.

Finally, a quantitative comparison of all identified mSCTP-based handover schemes and two of
the most representative network-layer solutions is given in a series of analysis that involves mobility
models of different grade of complexity.
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Abstract

Next generation mobile data networks are expected to achieve a high degree of inter-networking
so that the mobile users can truly experience seamless access to their services, irrespective of the
radio technology being used. In such scenarios, IP networking is becoming the keystone capable to
turn this vision into a reality. Hence, mobility management solutions for IP networks are expected
to provide seamless mobility across multiple radio access options. Earlier works on the mobility
management problem discussed various solutions, mainly in network and application layer of the
ISO/OSI protocol stack. More recently, transport layer handover schemes emerged, and are cur-
rently receiving a notable attention in the research community, as they seem to match very well the
basic paradigm of the IP networking, where intelligence is moved towards the edges of the network.
Therefore, this dissertation investigates and evaluates the idea of handling mobility at the transport
layer, using mobile Stream Control Transmission Protocol (mSCTP) as an example of a handover
transport layer protocol.

To this end, (the first part of) this thesis provides the reader with a necessary background for IP
mobility-related aspects, surveying detailedly the most popular of the existing solutions. Provided
overview includes Mobile IP (MIP) and its most important derivatives to represent the network-
layer-based schemes, as well as Session Initiation Protocol (SIP) as an example of an application-
layer approach. The details of the most important transport layer solutions are given on continua-
tion, along with the motivation for the development of such mobility management schemes. Among
presented transport-layer approaches, the one based on the mSCTP is chosen as a representative for
the analysis performed in this dissertation. This choice is additionally motivated by two inter-
esting features that SCTP protocol introduces, and that are interesting in the context of handover
applications: multihoming and multistreaming (to some extent).

(Still in the introductory part) a detailed state-of-the-art of the SCTP protocol is provided, stress-
ing its signaling background and original scope of use that did not consider mobility related ap-
plication. The described transition from the signaling to a general purpose transport protocol illus-
trates the dynamics of the development of this relatively recent proposal, and explains why SCTP
is currently one of the most interesting innovative transport protocols.

The core of this dissertation outlines major mobility-related considerations in the context of fu-
ture heterogeneous wireless networks, identifying all important handover scenarios, and specifying
the most representative one to conduct the proposed analysis. Several transport-layer handover
schemes based on SCTP are analyzed in the selected scenario. First of the discussed schemes, pro-
vided also as a reference model for evaluations presented in the following sections of this work,
reuses the standard SCTP failover, a mechanism originally devised to increase protocol robustness.

Next, the details of transport-layer loadsharing are explained, to facilitate the introduction of the
mSCTP-CMT-PF handover scheme, an essential improvement for transport layer mobility suggested
by this work. The devised proposal incorporates one of the most popular loadsharing schemes pro-
vided for SCTP, the Concurrent Multipath Transfer (CMT), that originally does not target wireless
networks. Evaluation exposes the main challenges of such a design, pointing out the most important
constraints limiting its scope of application.

Finally, a quantitative comparison of all identified mSCTP-based handover schemes and two of
the most representative network-layer solutions is given in a series of analysis that involves mobility
models of different grade of complexity.

Apart from the analysis of the mobility management aspects, this dissertation reports also on the
state-of-the-art in SCTP modeling, very important in the context of further protocol development.
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Chapter 1

Introduction

Recently, the rapid evolution and successful deployment of various emerging wireless technologies,
e.g., IEEE 802.11 a/b/g, WiMax, etc., has pushed into a strong demand to integrate numerous wire-
less local area networks (WLANs) with the existing cellular network infrastructure. The typical ex-
ample involves the integration of WLAN with Global System for Mobile Communications/General
Packet Radio Service (GSM/GPRS), third-generation (3G) Universal Mobile Telecommunications
System (UMTS), or cdma2000 networks. The inter-working of such heterogeneous, packet-based
radio access networks (RANs), also referred to as next generation or beyond 3G (B3G) mobile data
networks, poses many technical challenges [Hui and Yeung, 2003], with mobility management that
can guarantee service continuity and IP connectivity provision for wireless multi-mode mobile ter-
minals like cellular phones, personal digital assistants (PDAs), and notebook computers, being one
of the most important [Yabusaki et al., 2005]. Such understood mobility management requires
the deployment of inter-system solutions that can keep users and service providers as much aside
as possible from the complexity of inter-networking RANs. In this context, the development of
mobility-management solutions over the Internet Protocol (IP) is a key aspect to achieve seamless
mobility between heterogeneous wireless access networks, where all services are meant to be IP-
based, in scenarios as the one presented in Fig. 1.1.

Earlier works on the mobility management problem in heterogeneous networks [Akyildiz et al.,
2004; Eddy, 2004] discussed solutions in various layers of the International Organization for Stan-
dardization Open Systems Interconnection Basic Reference Model (ISO/OSI model) [Zimmermann,
1980] of the protocol stack where the mobility can be handled: application, transport, network and
data-link layer, respectively. In terms of challenges present in heterogeneous networks, transport
layer seems a feasible candidate to host seamless mobility management. Nevertheless, the vast ma-
jority of the new mobility-related proposals seem to follow most of the existing schemes and stick
to mobility handled at the network layer. Is there really a need and possibility to change this trend?

1.1 Problem statement

In this work the idea of handling mobility management at the transport layer is surveyed to check
whether it can offer a viable solution for implementing seamless handover in heterogeneous wire-
less access networks. Since the mobile Stream Control Transmission Protocol (mSCTP) is at the core
of most relevant transport-layer mobility schemes being currently studied, the key scenarios where
the protocol can effectively leverage one of its new features, multihoming, to enhance handover sup-
port are identified. Moreover, to give the reader a complete overview of the mSCTP’s application
area, the presented dissertation will examine the situations where the use of mSCTP-based schemes
is not possible, or incurs some limitations. Hence, the main goal of this thesis is to provide insights
on development of a mSCTP-based mobility management scheme. In particular this work addresses
the most important challenges of such a design: open issues related to both path management and
path-transition optimization process. In a basic approach used as a benchmark for all presented
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designs, SCTP failover mechanism, originally supplied to improve the robustness of SCTP proto-
col, is reused to trigger the handover. In an effort to provide more effective path management
scheme, support from the link layer is considered, leading to a broad scope of available handover
policies. To draw the reader the range of possible improvements, the theoretically worst and best
cases are analyzed. Proposed path-transition optimization incorporates concurrent multipath trans-
fer (CMT), a loadsharing, scheme that in its initial design was not aimed for wireless scenarios.
This novel idea, introduced and developed in this work, composes also a future research direction
proposed for mobility-related research community. Finally, all mSCTP-based schemes presented in
this dissertation are related to the most common existing mobility solutions, based on the Mobile
IP (MIP) [Perkins, 2002] and its derivatives.

The structure of the dissertation is illustrated in Fig. 1.2. First, in Chapter 2, all basic definitions
and naming convention related to mobility management are given, followed by a detailed survey of
existing mobility management solutions for IP-based networks. Presented review analyzes different
approaches for mobility management in link, network, transport and application layer, accordingly.
Chapter 3 provides the reader with the insights of the SCTP protocol, its new features, state-of-the-
art, and relates that to the two most common transport layer protocols nowadays, namely Transport
Control Protocol (TCP) [Postel, 1981] and User Datagram Protocol (UDP) [Postel, 1980]. One of
the two new features of SCTP, multihoming, constitutes the essence of this dissertation in terms
of extending its original scope of use, limited only to increasing protocol robustness, to handover
scenarios, as well as providing loadsharing at the transport-layer. Thanks to Dynamic Address Re-
configuration (DAR) protocol extension described further in Chapter 3, SCTP multihoming can be
applied to mobility scenarios; such an upgraded configuration is called mSCTP. Consequences of
applying mSCTP to handover scenarios are explained in the analysis provided in Section 3.3, which
aims to sketch the possible application scope for such a scheme. Next, in Chapter 4, a detailed
design of a basic handover scheme based on mSCTP is specified. Failover mechanism provided
originally to increase protocol’s robustness is reused to address handover triggering. Detailed eval-
uation of such a failover-based scheme serves to establish a benchmark for more advanced solutions
proposed in this work. Chapter 5 suggests the idea of introducing the CMT loadsharing scheme
into mobility schemes based on mSCTP (mSCTP-CMT) in order to smooth the transition process,
as well as increase the overall throughput of a proposed handover solution. The mSCTP-CMT
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scheme is compared to a failover-based scheme as well as mSCTP with the handover mechanism
triggered by the information from the link-layer. Further analysis, presented in Chapter 6, com-
pares all mentioned schemes with network-layer-based solutions in a more complex scenario that
captures additional mobility aspects. Final conclusions, as well as possible future work are drawn
in Chapter 7. Finally, Appendix A provides the reader with more information on the ns-2 network
simulator [NS-2] models used to evaluate the proposed handover schemes.

1.2 Motivation

The most common network layer scheme, e.g. Mobile IP, has several drawbacks, i.e., additional in-
frastructure requirements, or significant signaling overhead that endorse looking for a new proposal
to handle mobility in heterogeneous network scenarios. Other mobility schemes managed at the
network layer can only diminish some of these drawbacks, e.g. decrease handover latency or reduce
necessary infrastructure modifications, and therefore it is worth checking solutions in higher layers
of the ISO/OSI protocol stack. Analyzing the requirements for seamless mobility in heterogeneous
wireless scenarios, transport-layer-based schemes seem to be the closest to the desired solution. The
key idea beneath the transport-layer proposals is to handle mobility on an end-to-end basis, while
keeping the underlying network infrastructure unchanged. Additionally, mobility handled at the
transport layer enjoys several advantages, such as inherent route optimization (triangular routes
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never occur), or the possibility of smooth handovers if the mobile node has multiple interfaces, to
mention the most important characteristics. Author believes that this topic has still not been given
enough attention in the research community, and therefore proposes in this work to analyze one of
the existing transport-layer mobility proposals in more details.

It is also essential to point out the main inconvenience of some of the transport-layer mobility
proposals is indirectly caused by the dominant role of well-established transport-layer protocols, like
TCP and UDP that share nearly all Internet traffic nowadays. Therefore, transport-layer schemes not
deriving from TCP require significant modifications of pre-existing protocol stacks. Yet, there are
several interesting proposals of new, innovative transport-layer protocols, brought recently by the
Internet Engineering Task Force (IETF) Transport Area (TSVWG) working group [IETF TSVWG] that
still lack broader application, and thus attract the attention of the research community. One of them
is SCTP, which although originally not aimed to deal with transport layer mobility, can be seen as a
promising alternative to face the requirements of mobility management in heterogeneous wireless
network scenarios that TCP is not able to deal with. SCTP, being a fairly new protocol, has still to
become better recognized and wider-spread transport protocol, and this particular application may
help to achieve that.

Last but not least, when introducing a new protocol, a relatively big effort should be spent not
only on its initial design and implementation, but also on making the proposal available for the
research community to evaluate, and perform further development. SCTP has already made its
way to most of the systems stacks, traffic analyzers and simulation tools (e.g., ns-2 [SCTP-ns2] or
Qualnet [SCTP-Qualnet]), making itself widely-available for further evaluation. In this dissertation,
the ns-2 simulator [NS-2] will be used as the main tool to conduct the performance analysis when
evaluating proposed SCTP-based mobility solutions.



Chapter 2

Mobility management

Mobility management is a fundamental piece of a B3G mobile data network architecture. In this
context, an open challenge is the design of solutions that can take full advantage of different IP-
based technologies to support the desired mobility of multi-mode terminals, and at the same time
provide the necessary Quality of Service (QoS) guarantees. The task becomes even more chal-
lenging, taking into account the fact that the suite of TCP/IP protocols was proposed under the
assumption that most of the devices are stationary, thus not particularly with the mobility aspects
in mind. So far numerous solutions addressing mobility in IP networks have been presented, but
the main question still remains open: what layer is the most appropriate for handling the mobility?

2.1 Definitions

Before going into details of the existing mobility solutions, there is a need to provide a set of basic
definitions and mobility related terminology. Naming convention used in this dissertation follows
the IETF naming convention defined in [Manner and Kojo, 2004].
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Basic terms. First, the following basic terms should be explained and clarified (Fig. 2.1):

- Point of attachment (PoA), the network side endpoint of a layer two link that includes a mobile
node as the other endpoint.

- Correspondent Node (CN), is an IP node with which a mobile node is communicating. It is
assumed in this work that the CN is a fixed node, i.e., it is not changing its PoA and its IP
address.

- Mobile node (MN), is an IP node capable of changing its PoA. A MN may have one or more
wireless interfaces, and it either sends and receives packets (so called mobile host (MH)) or
just forwards the traffic as in case of mobile Router (MR). In this dissertation the term MN
will be used to denote a multi-mode wireless terminal, e.g., a cellular phone, PDA, notebook,
etc., however its functionality it is just that of the MH.

- Access Point (AP), sometimes called base station (BS) or access point transceiver depending on
technology, is a layer-two device offering wireless link connection to MNs.

- Access router (AR), refers to an IP router that reside on the edge of an access network offering IP
connectivity to MNs, and acting as default router for the MNs it is currently serving. Usually,
each AR is connected to one or more APs. In case of WLAN networks it is common to find
devices with co-located AP and AR functionalities, referred to as wireless routers. In this work,
for simplicity reasons in each of the access networks considered, an AP will be co-located with
its corresponding AR.

- Old Access Router (OAR), is an AR that offered connectivity to the MN before a handover.

- New Access Router (NAR), is an AR that offers connectivity to the MN after a handover.

- Access Network Gateway (ANG), is a router that separates an access network from other IP
networks. In a small AN, an ANG may also offer the services of an AR (be the same physical
node).

- Access Network (AN), is an IP network which includes one or more access network routers
(ANGs, ARs, and optionally other internal access network routers).

- Administrative Domain (AD), defines a collection of networks under the same administrative
control and grouped together for administrative purposes.

Mobility management principles. The current addressing scheme of the Internet is a consequence
of the design decisions made at the early days, when the Internet was merely just a static network
with all the hosts connected through one specific interface. At the time that address-oriented approach
was developed some issues were considered invariant: (1) addresses were thought to be stationary
(non-mobile), (2) an address received was the one sent (no tunneling mechanisms), (3) source and
destination were reversible, and (4) all hosts knew the address to which the packets should be sent
to, to reach the wanted host. Since then, Internet underwent many revolutionary changes, with one
of the most important being the introduction of wireless interfaces. The need to support the increas-
ing number of wireless hosts has led to a problem that the address-oriented architecture is unable
to deal with, mobility. Changes proposed to accommodate mobility are pushing the Internet to a
host-oriented approach which separates the concept of the address and the unique device identifier.
The addresses, being location-dependent, make the previously constant name-to-address binding
change over time as the host address changes with the host mobility. Traditionally, the following
aspects of mobility can be distinguished:

• Terminal mobility is the ability of a MN to move between IP subnets within an AD or be-
tween different ADs, while continuing to be reachable for incoming requests and maintaining
sessions across subnet changes.

• Personal mobility describes the ability of addressing a user that can be located at several termi-
nals.
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• Session mobility refers to maintaining (and transferring) a session when a user moves between
terminals.

• Service mobility can be defined as the ability of users to maintain access to their services even
when moving and changing terminals or service providers.

Hereafter the main focus is put on terminal mobility, since it is the foundation of the analysis
addressed in this work, and consequently the word mobility used in this dissertation will refer
exclusively to terminal mobility. Management of terminal mobility includes two fundamental op-
erations: location and handover management. According to Riegel and Tuexen [2007], handover
management deals with all the necessary operations to change a MN’s PoA to the IP network, while
maintaining the communication with the CN. On the other hand, location management focuses on
keeping track of a MN’s current IP address, and providing this address to any entity needing to
communicate with the MN, while being transparent to its peers. Additionally, mobility manage-
ment poses several performance and deployment challenges. The most important performance
indicators are handover latency (time between the reception of the last packet in the old network
and arrival of the first packet in the new network), packet loss, signaling overhead and throughput.
Meanwhile, the deployment requirements for mobility management focus on application trans-
parency (minimum changes possible to the current applications and services), and simplicity of
integration with the existing infrastructure (changes, if any, should be as simple as possible, and
adding third-party devices should be avoided).

Terminal mobility of the MN can be addressed in different ways, depending on the scope,
performance characteristics, control modes of handover techniques, etc. When classifying mobility
as a function of its scope, the following categories can be named [Giaretta, 2009]:

• Local mobility includes movements within an AN, e.g., intra-AN handover (change of the AR
within the same AN), or just a change of the AR’s network interface to the MN affecting the
routing path of the IP packets. Local mobility may also refer to a movement across different
subnets belonging to the same AN.

• Global mobility covers movements across different ANs, or even ADs in various geographical
regions, as shown in Fig. 2.1.

Handover naming convention. Taxonomies provided so far in the literature present different ap-
proaches for classifying various handover types, e.g., [Dutta et al., 2008]. Here, also a sample
classification of different handover types is given that takes into account the following aspects (pro-
vided list is orthogonal, so that each handover could be classified with one of the features in each
group):

- technology of the APs, between which the handover is made: either involving the same tech-
nology (intra-technology or horizontal handover) or different technologies (inter-technology or ver-
tical handover). The difference between horizontal and vertical handovers is not always clear,
e.g., a handover from an 802.11b WLAN AP to a 802.11g WLAN AP can be interpreted either
way.

- entity that makes the initial handover decision: mobile- and network-initiated handover.

- entity that has the primary control over the handover process: mobile- and network- controlled
handover.

- entity that provides information where to handover to: mobile-, network-assisted and unas-
sisted handover.

- which of the ARs initiates the handover: either OAR or MN via OAR (push handover), or
NAR or MN via NAR (pull handover).

- whether the handover is expected and some handover-related signaling can be done in ad-
vance (planned or proactive handover) or not (unexpected or reactive handover).

- as a function of performance aspects handover can either aim at: minimizing packet losses
not dealing with the additional delays in packet forwarding (smooth handover), minimizing
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handover latency not dealing with losses (fast handover), not provoking change in service ca-
pability, security, or quality (seamless handover).

2.2 Approaches to mobility management

Many proposals aspiring to solve the problem of terminal mobility management in heterogeneous
wireless networks providing IP connectivity can be found in the literature. A good survey on the
current state of the art for mobility management in next-generation all-IP-based wireless systems
can be found in [Akyildiz et al., 2004]. Aiming at not repeating this work here, this dissertation
will examine the most important schemes in network, transport and application layer. Also a short
reference to the sub-network-layer solutions will be given.

2.2.1 Sub-network layer mobility issues

Handling terminal mobility below the network layer, which in IP networks provides globally usable
addresses, poses, especially in heterogeneous environments, several serious challenges that need to
be solved. The main limitation is introduced by the fact that the IP address can not be reconfigured
from the underlying link layer, and thus the scope of application of sub-network layer mobility
solutions is limited to the same subnet, i.e., does not include a change of the IP address. Therefore,
proposed solutions deal mainly with the dynamic update of the MAC switching tables. Neverthe-
less, this type of solution can be applied to the heterogeneous networks, as long as the MN stays
within the same subnet. Akyildiz et al. [2004] provide a detailed overview of link-layer mobility
solutions in the current all-IP-based wireless systems. Due to the limited scalability, the discussed
solutions will not be addressed more in this work.

2.2.2 Network-layer schemes

Network layer, originally proposed to handle global addressing and routing, seems a natural can-
didate to host the mobility management [Bhagwat et al., 1996]. Maintaining both functions and
providing support for mobility can be done twofold, either (1) routers will be required to use host-
specific route information, updated as each host moves, or by (2) providing a hierarchical addressing
structure with its use limited to the domain of its definition, and extended by dedicated indirection
agents forwarding all traffic to a host staying beyond the given domain. The first approach can be
easily discarded due to the scalability problems, given the large number of Internet hosts nowadays,
whilst the latter option stays feasible and aligned with the current Internet routing structure.

In that sense the standard proposed by the IETF, Mobile IPv4 (MIPv4, or just MIP) [Perkins,
1997, 2002], is one of the most common approaches to support mobility on the Internet. MIP, il-
lustrated in Fig. 2.2, preserves the IP address originally assigned to the MN in its home network
(HN), so called home address, as an unique MN’s identifier, to ensure application transparency. As
long as the MN stays in the HN (1), it is treated as any other fixed node of that network, thus not
requiring any kind of mobility support. Whenever the MN moves out of the HN and gains the
access to a foreign network (FN) (2), it obtains a care-of address (CoA). The CoA can be acquired
either from agent advertisements sent by a foreign agent (FA) (a so-called foreign agent CoA; this is
the preferred method and all further considerations presented here scope around this option) or by
some external assignment mechanism such as DHCP (a co-located CoA; the FA functionality is not
needed). The CoA serves to capture the location of the MN in the FN, and such a location update
must be communicated by sending a registration request message to a dedicated entity in the HN
called home agent (HA) (3). The HA maintains an up-to-date list of the mobility bindings (i.e., pairs
of MN’s home address and its current CoA) and confirms any recently made change with a regis-
tration reply message sent to the MN. An important security consideration is that both registration
messages (from MN and from HA) must be authenticated to prevent packet hijacking. Since then,
the HA intercepts any packet arriving at the HN (5), e.g., using Proxy Address Resolution Protocol
(ARP) [Plummer, 1982; Postel, 1984], and forwards it to the MN at its current CoA using IP tunnel-
ing. The IP encapsulation is removed at the FA (6), which then delivers the packet to the MN (7).
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Figure 2.2: Mobile IPv4 architecture and operations.

In the opposite direction, the MN can directly contact the CN (4), using its home address and the
FA acting as the default router. This asymmetry is named the triangular routing. In case there are
additional security constraints posed by the FN, e.g., router’s ingress filtering, the packets from the
MN to the CN must also be routed via the HA, using so-called reverse tunneling [Montenegro, 2001].

Triangular routing can be diminished with the route optimization extension (MIP-RO) [Johnson
and Perkins, 2001; Perkins and Johnson, 1998]. MIP-RO requires the MN to register its current
binding at the CN. Then, the packets can be routed directly from the CN to the CoA, and the
triangular route via the HA is avoided. However, triangular routing is not the only of the MIP’s
problems, fully discussed by Perkins et al. [2007]. MIP registration process takes a long time,
increasing therefore handover latency. While registering in the FN, the MN is not able to send or
receive packets until the registration at the HA is completed, what may induce a considerable packet
loss. In addition, all agent advertisement and registration messages provoke a significant network
overload. MIP scheme is usually classified as a global mobility scheme, and is tailored to follow
a MN’s movement across different subnets within an AD, or across different subnets belonging to
different ADs. Yet, if the MN’s CoA is changed frequently, the MIP tunneling mechanism may
lead to an unacceptable network overhead, especially in terms of signaling. To address these issues,
several schemes have been proposed so far: Hawaii [Ramjee et al., 1999], Cellular IP (CIP) [Campbell
et al., 1999], as well extensions to MIP: Hierarchical Mobile IP (HMIP) [Fogelstroem et al., 2007],
Low-latency Mobile IP [El Malki, 2007], and Fast Handovers for Mobile IP (FMIP) [Koodli and
Perkins, 2007], to mention the most important ones. Additionally, a detailed discussion of different
mobility protocols can be found in [Campbell et al., 2002].

Because of various limitations posed by IPv4, especially a limited 32-bit address space, the IETF
has proposed a new network layer protocol IPv6 [Deering and Hinden, 1998], to replace the IPv4.
Mobility support in IPv6 is provided by Mobile IPv6 (MIPv6) [Johnson et al., 2004] that follows the
basic concepts of MIPv4. The main difference is the lack of the FA entity, as the MIPv6 protocol can
operate in any location without the support of local routers. Instead of IP encapsulation the IPv6
headers are used to forward the packets to the MN that is away from its HN. Route optimization
is included as a part of the MIPv6 protocol [Nikander et al., 2005], not as a separate extension as
in case of MIP-RO, and can coexist with routers that perform ingress filtering. To increase protocol
robustness the MIPv6 uses the IPv6 Neighbor Discovery Protocol (instead of ARP) what makes the
MIPv6 solution independent of any particular link layer.
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Figure 2.3: Mobile IPv6 architecture and operations.

The functionality of the MIPv6 is presented in Fig. 2.3. Again, no mobility support is needed as
long as the MN stays in the HN (1). Once the MN moves out from the HN to a FN (2), it can obtain
its CoA via either stateful (as in case of MIP), i.e., DHCP for IPv6 (DHCPv6) [Droms et al., 2003]
or stateless [Thomson and Narten, 1998] address auto-configuration procedure. Newly obtained
CoA must be registered at HA (3) and CN (4) using binding update messages. Both HA and CN
must maintain the list of the current MN’s bindings. As soon as the MN’s bindings are updated,
the packets can be routed directly from the CN to the MN’s CoA and similarly in the opposite
direction, so that the triangular routing is avoided (5). In case the communication between CN and
MN is established when the latter is already in the FN, the first packets from the CN are tunneled
via the HA to the CoA, like in MIP, until the binding update process is completed.

MIPv6 improves multiple aspects of MIP, such as inherent mobility, security and route op-
timization, but also preserves its most important disadvantage, having HA as a single point of
failure. Moreover, binding update messages used in MIPv6 can provoke an additional overhead
in case of the increased MN’s mobility that results in often changes of the AN. To reduce the sig-
naling and fasten the handover for movements within the same AD, the Hierarchical Mobile IPv6
(HMIPv6) [Soliman et al., 2005] local mobility scheme have been proposed. HMIPv6 introduces
a new entity, Mobile Anchor Point (MAP) that acts as a local HA in a FN and handles MN’s lo-
cal mobility hiding it to the nodes from outside of the FN. Another proposal aiming at reducing
handover latency and packet loss during the handover is called Fast Handovers for Mobile IPv6
(FMIPv6) [Koodli, 2008]. FMIPv6 attempts to make the handovers proactive if it is possible to
obtain information about the candidates for the NAR from the co-operating ARs before discon-
necting from the OAR. A combination of HMIPv6 and FMIPv6 called Fast Handovers for HMIPv6
(F-HMIPv6) [Jung et al., 2004] aims at aggregating the advantages of both schemes, and addition-
ally reduce the signaling overhead. Still, scalability and complexity of proposed solutions are the
most important concerns for all three described MIPv6 extensions. More recently, network-based
IP mobility solutions where the terminal is not directly involved in managing IP mobility (e.g.,
Proxy MIPv6 (PMIPv6) [Giaretta, 2009; Kong et al., 2008]) are also being introduced in wireless
networks. PIMPv6 provides a solution for local mobility without requiring the MN to participate
in any mobility related signaling.

Similar to PIMPv6, another interesting approach to mobility management at the network layer
is introduced by Yabusaki et al. [2005]. The proposed solution advocates for the network itself to
transparently handle mobility for mobile terminals. Thus, Yabusaki et al. suggest a network-centric
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solution to handle IP mobility in analogy with conventional 2G/3G networks, where mobility man-
agement has mainly been implemented as network intelligence, a concept just opposite to the end-
to-end intelligence architectural principle of the Internet [Bush and Meyer, 2002; Carpenter, 1996].
In this approach, IP addresses are used separately as host addresses and routing addresses. Thus,
a host address is semi-permanently assigned to a MN and a routing address is temporarily assigned
to the MN when datagrams are delivered to it. Datagrams are sent from a CN to a MN with the
host address of the MN but then, within the IP mobile network, datagrams are transported using
the routing address generated from the host address. All in all, user terminals are unaware of this
rerouting management that is handled entirely in the network.

For more information and proposals for handling mobility at the network layer readers can refer
to [Campbell et al., 2002; Saha et al., 2004], here Table 2.1 summarizes the most important aspects of
the discussed network layer schemes. Values specified for latency and signaling overhead provide
a relative comparison among discussed schemes.

2.2.3 Transport-layer schemes

Unlike network-layer schemes such as MIP, which make mobility transparent to upper layers by
increasing the burden and responsibility of the Internet infrastructure, transport-layer schemes are
based on an end-to-end approach to mobility that attempts to keep the Internet infrastructure un-
changed by allowing the end-hosts to take care of mobility. This approach is gaining an increasing
attention in the recent years, also because transport-layer-based schemes enjoy several advantages
such as inherent route optimization (triangular routes never occur), no dependence on the concept
of HN or additional infrastructure beyond DHCP and Domain Name System (DNS) [Mockapetris,
1987], and more precisely Dynamic DNS (DDNS) [Vixie et al., 1997], as well as either the possibility
of smooth handovers if the MN has multiple interfaces, or the ability to pause transmission dur-
ing mobility-induced temporary disconnections [Eddy, 2004]. It is also essential to point out that
the main inconvenience is caused by the dominant role of well-established transport-layer proto-
cols, like TCP and UDP, which were not targeted for the wireless scenarios. Consequently, most
of the proposed transport-layer schemes focuses on improving the performance of the TCP in the
wireless networks and providing TCP support for the mobility. In contrast, proposals based on
the new innovative transport-layer protocols, like SCTP or Datagram Congestion Control Protocol
(DCCP) [Kohler et al., 2006], require significant modifications of the current protocol stacks.

According to Riegel and Tuexen [2007], transport-layer mobility is handled by the transport layers
of the connection endpoints so that it is transparent to application-layer protocols not using IP
addresses in their messages. A mobility-enabled transport protocol supports an IP-address change on
the underlying network layer, while keeping the end-to-end connection alive. E.g., a possible way
to achieve that is as follows: the MN first obtains a new IP address, then tells the CN (using the
established transport-layer connection) that it is now reachable by the new IP address, and then
handover can be performed. So far, several proposals to handle mobility at the transport layer
have been developed. A complete survey and classification of mobility management schemes at
the transport layer can be found in [Atiquzzaman and Reaz, 2005]. In particular, the mentioned
classification distinguishes between:

• Connection-migration protocols, provide a migration scheme for the connection, once the new IP
address acquired, and before the old IP address is retained. Connection-migration schemes
involve also a notification to the CN about the change. Most typically, during the migration
process the connection is stopped or put under wait for the time the migration is performed,
in order to reduce packet loss in the presence of long and frequent disconnections through-
out the handover process. An example of connection-migration protocol is Freeze-TCP [Goff
et al., 2000] that enters the persist mode, on the perceived disconnection or handover event,
indicated by a MN with zero window advertisements (ZWAs). Once in the persistent opera-
tion the CN sends zero window probes (ZWPs) to check the availability of the MN, and on
the reception of a positive response immediately starts sending data.

• Gateway-based mobility schemes, as, e.g., the Mobile Socket Service (MSOCKS) scheme [Maltz
and Bhagwat, 1998], introduce a dedicated gateway in the network for handling the mobility.
Gateway splits the connection between the CN and the MN, allowing the latter to change its
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Figure 2.4: mSCTP architecture and operations.

connection with the gateway when performing the handover. These solutions, however, do
not deal with location management, bring in a single point of failure and may decrease fault
tolerance.

• Handover protocols, address only handover management issues, without considering location
management. Protocols such as mSCTP or Mobile Multimedia Streaming Protocol (MMSP) [Mat-
suoka et al., 2003] usually offer a soft-handover solution, and aim at reducing handover-
induced packet loss, providing scalability and fault tolerance.

• Complete-mobility schemes, also called mobility managers, like Migrate [Snoeren and Balakrish-
nan, 2000] and Seamless IP diversity-based Generalized Mobility Architecture (SIGMA) [Fu
et al., 2005], include both handover and location management. Both solutions use DNS for
location-management purposes, supporting either hard (Migrate) or soft handover (SIGMA).
Such protocols only require modifications at the transport layer, thus leaving the existing
network infrastructure unchanged.

Fig. 2.4 illustrates the basic operation of a handover process handled by mSCTP, as an example
of transport-layer mobility scheme. When establishing an mSCTP association between MN and CN,
both nodes exchange first the lists of the IP addresses valid for the communication (1). Only one
of the source-destination pairs is selected to send the data to (a so-called primary path), whereas
all remaining pairs serve only for backup purposes. As long as the MN stays in the area where
the initially defined IP addresses are available there are no mobility-related concerns. If the MN
moves to an area where a new IP address (an address that was not included in the initial list)
can be obtained from a network (2), as soon as the new IP address becomes available it has to
be communicated to the CN using specific control messages (address configuration chunks) (3).
The security concern here is that the address manipulation creates an opportunity for hijacking
attacks. To prevent hijacking attacks mSCTP specification recommends using IPsec or Transport
Layer Security (TLS) [Stewart, Tuexen, and Camarillo, 2007]. Once the new IP address has been
added to the association, the MN may decide whether still use the old IP address to send the data
to, or in an appropriate moment (e.g., basing its decision on the signal measurement information
obtained from the link-layer) (4) switch the primary path to the new IP address (5). After the
address change, the transmission can continue uninterrupted on the new IP address (a smooth or
even seamless handover). Leaving the old AN (6) the unnecessary IP address(es) can be removed
(7), as further transmission goes on (8). Still, an open issue of the presented mobility scheme is lack
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of any support for the location management. As the location management can not be handled at the
end hosts, a possible solution is either to reuse the MIP, as shown in [Koh and Xie, 2004; Noonan
et al., 2002] or to use the DDNS.

2.2.4 Application-layer schemes

Handling mobility at the application layer has also received a lot of attention, since a solution that is
almost independent of the underlying wireless or wired access technologies and network-layer ele-
ments can be envisaged. In this context, the most important proposal is Session Initiation Protocol
(SIP) [Rosenberg et al., 2002] that although initially developed by the IETF as an application multi-
media signaling protocol, can be also used for mobility management [Kim et al., 2004; Schulzrinne
and Wedlund, 2000; Shacham et al., 2007; Wedlund and Schulzrinne, 1999]. SIP architecture intro-
duces the following entities: user agent (UA), proxy server (PS), redirect server (RS) and registrar
server (RGS). The UA identifies SIP messages coming from the user, and tracks SIP messages follow-
ing the user actions, acting as both client and server. The PS relays SIP messages, the RS receives SIP
messages and identifies the current location of the MN, whereas the RGS accepts register requests
from the UA who has logged onto the network, and then places that information into the location
service. The PS, RS and RGS functions are usually placed together in one entity called SIP Server
(SS).

Fig. 2.5 explains the details of a mobility management scheme based on SIP. Firstly, a MN regis-
ters to the SS to provide reachability information. In order to initiate a SIP session with the MN, the
CN consults the current MN’s location with the SS (1,2) and then sends a session invitation message
to the MN (3). Then, the regular SIP procedure to establish the session follows (4), refer [Rosenberg
et al., 2002] for details. Once the session is established the data can be sent (5). When a MN during
an active session moves into a different network (6), it first receives a new network address via
DHCP, and then sends a new session invitation to the CN (7) with an updated session description
containing the same call-id (session identifier) and the new IP address. After receiving new ses-
sion invitation at the CN, subsequent data packets are forwarded to the MN (8) using either this
new address (in case the underlying protocol is UDP), or using IP encapsulation (for SIP sessions
over TCP) [Vakil et al., 2001]. Then, the MN updates its location information at the SS by sending
a register message (9, 10), so the session can be correctly redirected (11). SIP mobility scheme is
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Table 2.2: Comparison of different mobility management approaches.

Feature Network layer Transport layer Application layer

Location management
support

Included Requires external
location manager

Included

Route optimization Binding update
necessary

Not required Not provided

Network support Required Not required Not required
Seamless transition Transport layer

must deal with
losses and
path changes

Included Not included

Security Included Included Included
Required infrastruc-
ture changes

– hosts
– specialized
routers (HA, FA)

– hosts – hosts
– SIP servers

characterized by significant handover latency, due to signaling, and overhead caused by the IP en-
capsulation. Moreover, SIP by itself does not guarantee the maintenance of established TCP sessions
or UDP port bindings when moving, so further extensions such as S-SIP [Zhang et al., 2007] are
needed to provide seamless handover capabilities.

2.3 Conclusions

The most important approaches for handling mobility management presented in this chapter are
summarized in Table 2.2. As discussed in some detail here, it has been noted that currently there is
not a single mobility solution approach able to cover in a satisfactory manner all possible mobility
management aspects. Network layer solutions require significant modifications to the existing in-
frastructure (providing single points of failure with the specialized routers they introduce, despite
of the numerous efforts to introduce robustness in this matter, e.g., back-up HA, multihoming in
MIP [Huang et al., 2008], etc.), as well as considerable support from the network (significant signal-
ing overhead). In contrast, transport layer solutions do not provide location management service
and to do so, are dependent on other layers protocols, such as DDNS or MIP. Meanwhile, appli-
cation layer proposals are aiming at specific type of applications, e.g. SIP for real-time traffic and
multimedia, and in this sense seem quite limited. All presented mobility management schemes can
deal to some extent with the security issues, however not all the proposals have developed their
security considerations with enough detail, e.g., the use of IPsec to prevent hijacking attacks with
mSCTP has been recommended without specifying a detailed procedure.

A comprehensive discussion on the pros and cons of handling mobility management at different
stack layers can be also found in [Eddy, 2004]. Eddy concludes that transport-layer mobility schemes
best fit the requirements of today’s IP-based services, and that there should be more inter-layer
communication to avoid conflicts and inefficiencies. Following this conclusion this work will scope
on the transport layer mobility, and in particular on mSCTP, as an example of a mobility-enabled
transport protocol, and also because of its new, interesting feature, multihoming.
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Chapter 3

SCTP for transport-layer mobility

The Stream Control Transmission Protocol (SCTP) was first announced in October 2000 in the, now
an obsolete, RFC 2960 [Stewart et al., 2000]. Publication of the RFC 2960 concluded over two-year
long IETF Signaling Transport (SIGTRAN) working group [IETF SIGTRAN] project on a new reli-
able protocol for transporting packet-based Public Switched Telephone Network (PSTN) signaling
over IP networks. However, all began even before SIGTRAN group was formed late in 1998. A (pro-
tocol) proposal, called Multi-network Datagram Transmission Protocol (MDTP) [Stewart and Xie,
1998], developed independently from the IETF to overcome TCP weaknesses, had been submitted to
the IETF editors in August 1998. Few months later when SIGTRAN group formed, MDTP was the
only working implementation that met most of the requirements for its future-projected Common
Transport Protocol (CTP), described in [Ong et al., 1999]. Namely, solution to head-of-line (HoL)
blocking problem, multihoming feature and performance comparable to TCP made the MDTP a
top pick for the CTP first draft. In nearly two years from that point CTP underwent many deep
revisions, and so did the protocol name (CTP, CSTP, SCTP), before finally evolving to the SCTP in
its RFC 2960 shape.

Already at the specification stage authors envisaged that SCTP capabilities would let extend its
scope of use to a general transport protocol1. Indeed, the following years saw a growing range
of possible applications of SCTP in many works discussing both signaling, and more general pur-
poses [Coene, 2002; Stewart et al., 2004]. From 2001, the maintenance of the protocol has been
tracked by the IETF Transport Area (TSVWG) working group [IETF TSVWG]. Since then, the origi-
nal (RFC 2960) protocol specification was slightly modified (checksum change [Stone et al., 2002]),
and updated with suggested implementer’s fixes (specification errata and issues [Stewart et al.,
2006]). Both updates are included in the current protocol specification RFC 4960 [Stewart, 2007],
released in September 2007 that will be further referred in this work as standard SCTP.

3.1 SCTP overview

Standard SCTP provides a reliable, full-duplex connection with flow and congestion control al-
gorithms that are derived from TCP, thus following the same Additive-Increase Multiplicative-
Decrease (AIMD) behavior. An SCTP connection is called association, and is established using
a four-way handshake (instead of a three-way handshake as in TCP) in order to improve proto-
col security and make it resistant to blind denial of service (DoS) attacks (such as flooding and
masquerade). SCTP offers message abstraction to the application, in contrast to the byte stream
abstraction provided by TCP, in order to better suit the communication pattern of signaling ap-
plications. What made SCTP a subject of considerable interest however, are two new features it
introduces: multihoming and multistreaming.

1Originally SCTP was developed as signaling telephony transport protocol and that was reflected in the first MDTP drafts.
However, already in fourth MDTP draft dating to April 1999, this limitation was removed from the specification.
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3.1.1 Protocol basics

The SCTP protocol data unit (SCTP-PDU), also called simply SCTP packet, consist of a SCTP common
header, and one or more chunks, as shown in Fig. 3.1 [Stewart, 2007]. SCTP common header contains:
16-bit source and destination port number fields (to identify the association which this SCTP-PDU
belongs to and demultiplex it to the correct receiving application, respectively), 32-bit verification
tag field (that serves to validate the sender), and a 32-bit checksum field (the CRC32c checksum
value is calculated for the entire SCTP-PDU, with all zeros in the checksum field). A chunk carries
either control or user data, and has Type-Length-Value (TLV) structure as shown in Fig. 3.2 [Stewart,
2007]. Chunk includes a 8-bit chunk type field that identifies the chunk type (refer Table 3.1 for a
full list of currently defined chunk types, extending the standard list given in [Stewart, 2007]; the
chunk ids are specified in a way that the highest bit defines SCTP-PDU processing action and the
second highest bit handles error reporting on an unrecognized chunk type), a 8-bit chunk flag
field (chunk-specific sets, if not specified all the bits are set to zeros), a 16-bit chunk length field
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Table 3.1: List of chunk types (if not stated otherwise, chunks are defined within the standard
SCTP).

ID Value Chunk type

0x00 Payload data (DATA)
0x01 Initiation (INIT)
0x02 Initiation Acknowledgment (INIT ACK)
0x03 Selective Acknowledgment (SACK)
0x04 Heartbeat Request (HB)
0x05 Heartbeat Acknowledgment (HB ACK)
0x06 Abort (ABORT)
0x07 Shutdown (SHUTDOWN)
0x08 Shutdown Acknowledgment (SHUTDOWN ACK)
0x09 Operation Error (ERROR)
0x0A State Cookie (COOKIE)
0x0B Cookie Acknowledgment (COOKIE ACK)
0x0C reserved for Explicit Congestion Notification (ECNE)
0x0D reserved for Congestion Window Reduced (CWR)
0x0E Shutdown Complete (SHUTDOWN COMPLETE)
0x0F Authentication (AUTH) a

0x10 DDP Segment Chunk (DDP-SC) b

0x11 DDP Stream Session Control (DDP-SSC) b

0x80 Address Configuration Acknowledgment (ASCONF ACK) c

0x84 Padding (PADDING) d

0xC0 Forward Transmission Sequence Number (FORWARD TSN) e

0xC1 Address Configuration Change (ASCONF) c

0x3F, 0x7F
0xBF, 0xFF

reserved for IETF-defined chunk extensions

rest future chunk definitions
a covered by authentication specification [Tuexen et al., 2007].
b defined with Direct Data Placement (DDP)
c added by the DAR extension [Stewart et al., 2007].
d provided with the padding chunk specification
e added by the PR-SCTP extension [Stewart et al., 2004].

(count in Bytes, without chunk padding), and chunk value field of a variable length that carries the
chunk-specific transfered information within mandatory and optional parameter fields (the latter
also have the TLV format). The length of a chunk must be a multiple of 4 Bytes, and is padded
with zeros to do so if necessary (no more than 3 Bytes of padding is added at the sender). All the
chunks but INIT, INIT ACK and SHUTDOWN can be bundled into one SCTP-PDU, unless the size
of Maximum Transmission Unit (MTU) is not exceeded.

Standard SCTP is a connection-oriented protocol working on the top of the connection-less net-
work. The term association is used to name the relationship between two SCTP endpoints, distin-
guishing it from a TCP connection as a more complex structure that can span over multiple IP
addresses at each endpoint. An SCTP association is set up in a four-way handshake as shown in
Fig. 3.3 [Stewart, 2007]. This is one of the major differences to the TCP, which with its three-way
handshake is prone to blind DoS attacks such as SYN flooding. To prevent that SCTP introduces so
called cookie mechanism that adds the additional leg to the association setup. Another difference
to the TCP can be seen during the release of the association, which is simpler in SCTP, and involves
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only a three-way handshake, as shown in Fig. 3.4 [Stewart, 2007]. As a consequence in contrast to
TCP, SCTP does not allow the half closed connections.

SCTP flow- and congestion-control algorithms are essentially the same as in TCP. SCTP provides
flow control service to prevent the sender from overflowing the receiver’s buffer. Identically as in
TCP, the SCTP sender maintains an association variable called advertised receiver window size
(a rwnd) to keep track on the space that is currently available in the receiver buffer. Initial a rwnd
credit is announced in the INIT and INIT ACK chunks, and is updated in each SACK. According
to the flow control algorithm the sender can not send any new data if the receiver indicates it has
no space to buffer that data (a rwnd is 0). The only exception from this rule is that the sender
regardlessly of the a rwnd value can have one DATA chunk in flight to provide information about
rwnd changes that have been missed due to the SACK being previously lost. In case the a rwnd is
zero this is called a zero window probe.

Congestion control in contrast, prevents the sender from overwhelming the network (following
the so called non-greedy approach of TCP). The basic idea is to drastically reduce the sending rate
at the event of loss (the assumption here is that the loss is caused by a congestion in the network.
This assumption is hold true for the fixed IP networks, but it is not in wireless links where packet
losses are not necessarily associated to link congestion). So the SCTP sender additively increases
its sending rate when there is no congestion event, and once the congestion is detected, i.e., a
loss occurs, the SCTP sender multiplicatively decreases its sending rate. This approach, called
AIMD behavior, can be achieved using multiple algorithms that SCTP adopted from TCP (TCP
congestion control state of the art as for late 1990s is described in [Paxon et al., 1999]). One of the
few modifications is that SCTP adds one more control variable to regulate its sending rate. Apart
from congestion control window (cwnd), and slow-start threshold (ssthresh) known from TCP, there
is also a variable (partial bytes acked) that keeps track on all data acknowledged, not necessarily
in sequence, from the last cwnd increase during the congestion avoidance phase. The four main
congestion control algorithms used in SCTP will be shortly described here. Any further details can
be found in [Stewart, 2007].

• Slow start, used to probe the network in order to determine the available capacity, either
when data transmission starts or when recovering from the retransmission timeout (RTO).
During the slow start phase, upon reception of each SACK that advances the counter of the
last DATA chunk Transmission Sequence Number (TSN) received in an unbroken sequence,
a so-called Cumulative TSN ACK Point (CumTSN), the cwnd value is increased by the lesser
of two: number of total bytes acknowledged by that SACK and the MTU size. The result is
an exponential growth of the cwnd, doubling its value every round-trip time (RTT). The slow
start is started with the initial value of the cwnd (cwnd.init) on the transmission start, and
with one MTU when recovering from the RTO expiration. Once the cwnd exceeds the ssthresh
value (initial ssthresh value on the transmission start, or half of the value it had before the
RTO expiration) the SCTP quits the slow start algorithm and starts the congestion avoidance.

• Congestion avoidance, an algorithm linearly increasing the cwnd value by one MTU every RTT.
There are several ways to accomplish that. The one described by the standard SCTP specifi-
cation increases the cwnd by one MTU after receiving a SACK that advances the Cum TSN,
if the partial bytes acked is at least equal to the cwnd value and the sender has at least cwnd
of data on flight. The congestion avoidance continues until the network starts losing packets
what is interpreted as a congestion, and ignites RTO expiration. An RTO expiration brings
back the slow start algorithm, setting the ssthresh to half of the cwnd value in the moment
the loss was detected, and dropping the cnwd to one MTU, accordingly.

• Fast retransmission, an algorithm that limits the number of RTO expirations by retransmitting a
missing SCTP PDU after receiving 3 duplicate SACKs (three consecutive reports indicating a
miss of the same TSN), and before the corresponding RTO expires. Upon such a loss detection
from SACK the cwnd is cut in half and the sshtresh is set to the new cwnd value. Chunks
once marked for fast retransmission can not be subject to a consecutive fast retransmission.

• Fast recovery, an algorithm that once the fast retransmission is launched prevents any changes
to the cwnd and ssthresh (i.e., further cuts if there is more data that can fit in one SCTP PDU
to be retransmitted) until all data marked for fast retransmission is retransmitted.
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3.1.2 New protocol features

One of the new features provided by the standard SCTP is transport-layer multihoming. Multihoming
(Fig. 3.5) binds multiple source-destination IP addresses for a single association between two SCTP
endpoints. These IP addresses are exchanged and verified during the association setup, and each
destination transport address is considered as a different path towards the corresponding endpoint.
An important remark regarding the path concept in the SCTP must be made here. SCTP specifica-
tion [Stewart, 2007] defines the path as: the route taken by the SCTP packets sent by one SCTP endpoint to
a specific destination transport address of its peer SCTP endpoint. This definition is a consensus achieved
at the early stage of the protocol specification development [Stewart et al., 2000], and was specif-
ically not changed since then. The main argument in favor of the current path definition is that
source based routing is not widely deployed over the Internet, so the SCTP implementation does
not need to control the source address on which packets are sent to a given destination. One could
argue that in case there are multiple local interfaces and multiple remote addresses, the number of
possible paths should be simply a combination of all possible source-destination IP address pairs.
Such an approach would be more robust in case of failures affecting both endpoints (if an alter-
native path through an intermediate router exists), and also would provide additional benefits for
loadsharing applications. Nevertheless, at this stage there are several procedures that are handled
as per destination address2, e.g., path verification, that would have to be adjusted to such a modified
path definition. Also the necessary changes would have to affect congestion control as well as error
counting in its current shape.

During the association setup, one of the available paths is selected as the primary path, used for
transporting all new data chunks during normal data transmission, whereas all remaining paths,
called alternate paths, serve only for retransmissions. Alternate paths are often referred in the
literature as backup paths, especially in the robustness context of multihoming. Multihoming, in
the case of IP networks, means multiple IP addresses, and typically (but not necessarily) implies
multiple link-layer interfaces.

Multihoming was originally designed for environments requiring high application availability
and reliability, such as the delivery of Signaling System No. 7 (SS7) messages. Despite the evolution
of SCTP towards a general transport protocol, this design principle has been kept. Consequently, the
scope of use for multihoming defined within RFC 4960 [Stewart, 2007] is only for handling single
retransmissions and performing primary path failover in case of a permanent link failure. Any
other applications, e.g., transport-layer handover or loadsharing over multiple network paths, are
not supported within the standard SCTP specification, and instead should be covered by dedicated
protocol extensions. Regardless of this limitation, SCTP multihoming seems a promising protocol
feature that may easily be leveraged to provide support for both mentioned applications.

When considering the use of multihoming in transport-layer handover context, it is very im-
portant to keep in mind that standard SCTP has no mechanisms to allow dynamic changes to the
set of IP addresses specified for an active association (at the association setup). Thus, in a mobile
network scenario, if an association has already been established for a given IP address and a new

2Note however that the path supervision process (DATA and corresponding SACK chunks) is handled per source-
destination IP address pair
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Figure 3.6: SCTP multistreaming.

PoA with a different IP address becomes available, there is no way to include it in the association
and switch the primary path over to the new network connection. An extension to standard SCTP
that facilitates dynamic address manipulation, and hence enables handover support using SCTP
multihoming is described in Section 3.1.3. Another important consideration about handover appli-
cation of multihoming is that with standard SCTP only a single path is used for data transmission
(i.e., the primary path) while all other available paths can handle retransmissions only. Then, the
decision of changing the primary path relies mainly on the failover mechanism, what is inspected
in more detail in Chapter 4.

The biggest challenge for loadsharing application of multihoming is that simultaneous data
transfer over multiple paths can provoke packet reordering at the receiver, what would deteriorate
SCTP performance, since congestion control algorithms in standard SCTP are derived from TCP,
and hence do not work well when reordering is common [Iyengar et al., 2006]. Thus, to accomplish
loadsharing the SCTP send-buffer management and congestion control must be updated to take
into account the problems of sending data over multiple paths using a single sequence-number
space, and the consequences of sender-introduced reordering. So far, there is no commonly defined
extension that facilitates loadsharing for SCTP, existing proposals are analyzed in Chapter 5.

Multistreaming, illustrated on Fig. 3.6, is the second of the newly introduced SCTP features.
Multistreaming allows the establishment of associations with multiple streams. Streams are uni-
directional data flows within a single association. The number of requested streams is declared
during the association setup and the streams are valid during the entire association lifetime. Each
stream is distinguished with the Stream Identifier field included in each chunk, so that chunks
from different streams can be bundled inside one SCTP PDU. To preserve order within a stream the
Stream Sequence Number (SSN) is used. Consequently, TCP’s HoL blocking problem stalling en-
tire TCP connection is reduced to the affected SCTP stream only, as data received in order within a
stream (handled by SSN) but not within the entire association (counted using TSN) can be delivered
to the application. Among the most important applications of multistreaming are priority stream
scheduling, preferential treatment, and reducing the latency of streaming multimedia in high-loss
environments. Last but not least, multistreaming, jointly with the partially reliable extension to
SCTP (PR-SCTP) [Stewart et al., 2004] can be used to support real-time applications.

3.1.3 Protocol extensions

The Dynamic Address Reconfiguration (DAR) SCTP extension [Stewart et al., 2007], although origi-
nally defined to help with IPv6 renumbering and hot-pluggable cards by the IETF SIGTRAN work-
ing group [IETF SIGTRAN], can be easily leveraged to make SCTP a mobility-enabled transport
protocol. It should be emphasized that this extension is seen as a mobility enabling feature, but not
as a mobility solution by itself [Koh and Xie, 2005]. The DAR extension allows SCTP to dynamically
add or delete IP addresses, and request the primary-path change during an active SCTP association,
by means of two new chunk types: ASCONF and ASCONF-ACK (check the Table 3.1), and six new
parameters: Add IP Address, Delete IP Address, Set Primary Address, Error Cause Indication, Success Indi-
cation, Adaptation Layer Indication. Modifying the IP address(es) of the association increases the risk
of association hijacking [Stewart, Tuexen, and Camarillo, 2007] and therefore the ASCONF chunk
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must be sent in an authenticated way (an AUTH chunk is bundled before the ASCONF chunk), as
described in [Tuexen et al., 2007]. Standard SCTP enhanced with the DAR extension is also referred
to as mobile SCTP (mSCTP) [Koh and Xie, 2005; Riegel and Tuexen, 2007].

With mSCTP, the IP address(es) may be announced to the endpoints during association initial-
ization and changed whenever it is needed during the association lifetime. When adding (deleting)
an IP address to (from) an association, the new address is not considered fully added (deleted) until
the ASCONF-ACK message is received. An addition or deletion of an IP address may be combined
with changing of the primary path. However, only addresses already belonging to the association
can be set as the primary, otherwise the Set Primary Address request is discarded. Before any
DATA can be sent to the newly added destination, the new destination must undergo a path ver-
ification procedure. The path verification procedure is done by means of HB chunk that may be
piggybacked on the ASCONF-ACK response to a new destination. Once the HB-ACK response is
received from the remote peer, the destination is considered as confirmed and available for normal
data transfer. mSCTP preserves the same congestion control rules as standard SCTP, and logically,
a lot of research performed recently on SCTP could be useful for mSCTP development.

Another extension to standard SCTP, PR-SCTP, offering a non-duplicate, in-order data delivery
service with controlled loss (standard SCTP provides all these with no-loss data delivery), will not
be discussed here, as it is not directly related to the subject of the dissertation. Readers interested
in more detail should refer to RFC 3758 [Stewart et al., 2004].

3.1.4 Summary

The array of the features offered by SCTP that were discussed through Section 3.1 is summarized
in Table 3.2, first provided in [Stewart and Amer, 2007]. An interesting comparison relates SCTP
capabilities to two transport-layer workhorses of the current TCP/IP stack: TCP and UDP, raising
the question whether SCTP can be a viable substitute to any of these protocols.

3.2 SCTP state of the art in research

In order to complement presented protocol overview and resume many emerging ideas that have
been brought so far in the literature, the SCTP-related research will be revised here by the means of
specially dedicated taxonomy, first proposed in [Budzisz et al., 2008]. Before proceeding with the
taxonomy results, it must be stated that especially the new protocol features have attracted attention
of the researchers from diverse fields, being one of the main reasons for creating this classification.

3.2.1 Taxonomy

The purpose of a taxonomy is, in general terms, to provide a classification into an ordered system.
How the system should be constructed is an open question and must be tailored to each specific
instance. Ideally, the categorization should be complete and non-overlapping. The taxonomy pro-
posed by Budzisz et al. [2008] for SCTP is constructed using four orthogonal dimensions with a
number of non-overlapping categories in each dimension, as shown in Fig. 3.7. Every single clas-
sified object, namely a research article related to SCTP, can be projected to one or more categories
within each dimension.

The main design goal and, unsurprisingly, the hardest problem to tackle at the early stage of
defining the classification categories, was to minimize the possible overlap between them, in order
to reduce as much as possible the ambiguity of what category some research aspect may relate to.
As classification work progressed, the initial set of proposed categories was refined (merge/split op-
erations) to create a final taxonomy that has a high degree of orthogonality and is versatile enough
to evaluate practically all SCTP-related research. This iterative mode of taxonomy development also
resulted in a reduced complexity for the final taxonomy that will be now presented in detail.
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Table 3.2: Comparison of transport-layer protocols

Service / Feature SCTP TCP UDP

Connection-oriented Yes Yes No
Half-closed connections No Yes N/a
Protection against
blind DoS attacks

Yes No N/a

Dynamic address
manipulation

Optional a No N/a

Reliable data transfer Yes Yes No
Partial-reliable
data transfer

Optional b No No

Preservation of application
message boundaries

Yes No Yes

Application PDU
fragmentation/bundling

Yes Yes No

Ordered data delivery Yes c Yes No
Unordered data delivery Yes No Yes
Full-duplex
data transmission

Yes Yes Yes

Flow and congestion control Yes Yes No
Selective acknowledgments Yes Optional No
Path max. transmission
unit discovery

Yes Yes No

Explicit congestion notification
support

Yes Yes No

Multistreaming Yes No No
Multihoming Yes No No

a covered with DAR extension.
b covered with PR-SCTP extension.
c the data within a stream is delivered in order.

Dimension 1: Protocol feature examined

The first dimension used in this taxonomy classifies the research into different categories defined
upon the protocol feature or functionality examined. As pointed out in Section 3.1, compared to
TCP, SCTP provides new, interesting functionality. Much of SCTP research obviously targets this
new functionality and examines it from different viewpoints. Besides that, SCTP has a number of
features, identical or similar to TCP, that have spurred some research too. In case of multihom-
ing, the feature that attracts almost half of the classified articles, it was considered appropriate to
distinguish three separate subcategories, depending on the aim in which this feature is used. The
categories in dimension 1 are the following:

1. Multihoming. The multihoming feature was originally designed for enhancing end-to-end
robustness by using transport layer failover to an alternate path when the primary path fails.
Later research has explored other uses of multihoming, and to classify all these uses three
subcategories are introduced:

(a) MH-Robust. This is the original use considered for multihoming, the end-to-end ro-
bustness by using failover to the alternate path.

(b) MH-Handover. The multihoming functionality of SCTP can also be used as a building
block to provide transport layer mobility management solutions.

(c) MH-Loadsharing. The multihoming feature may be used to concurrently transfer data
over multiple paths in a load-balancing fashion. This creates both a potential for im-
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Figure 3.7: Graphical illustration of proposed taxonomy.

proved end-to-end performance and a number of complicating issues that need to be
addressed.

2. DAR. The extension to SCTP for a dynamic address manipulation during an active SCTP
association is an essential building block for handling mobility at the transport layer for
either single-, or multi-homed nodes.

3. Multistreaming. The capability of SCTP that allows a single association to have multiple
logically separate streams. This functionality is new relative to TCP and one major advantage
is that it can reduce the HoL blocking which can occur with TCP since there is no ordering
requirement between the streams.

4. PR-SCTP. The partially reliable extension to SCTP offers more flexibility with regards to the
reliability of the transport service. The ability to provide partial reliability opens up new
possibilities in how to handle the reliability-versus-latency trade-offs at various layers in the
protocol stack.

5. SH-Congestion. Congestion control is a central issue for any transport protocol that is to be
deployed on the Internet. SCTP’s congestion control for single-homed associations is to some
extent similar to TCP’s, but also has some differences. There is an abundance of literature on
TCP congestion control, and the impact of SCTP’s congestion control nuances on wired and
wireless networks is clearly a relevant topic.

6. Security. SCTP provides some new security enhancements, and the multihoming capabili-
ties of SCTP may potentially lead to an increased confidentiality since multihoming allows
splitting data over separate physical paths.
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7. Survey. This specific category captures all publication that provide a general protocol overview,
rather than an analysis of a particular protocol feature.

8. Other. Some additional and diverse aspects of SCTP that are not covered by any of the above
categories (checksum usage, . . . ) are classified here.

Dimension 2: Application area

This dimension focuses on the application area that the research to be classified relates to. The ap-
plication area influences both the traffic data pattern (more precisely, the transfer size distribution
as well as the data generation process, i.e., if data is always available or not, and also the consump-
tion rate for streaming) and the required performance targets. The categories in dimension 2 are
the following:

1. Signaling. Since SCTP was originally designed for transporting SS7 signaling, the perfor-
mance in this application domain is important. SCTP can also be used to transfer other kinds
of signaling traffic such as SIP.

2. Multimedia. SCTP, and especially together with the PR-SCTP extension that provides partial
reliability, can be used to transfer multimedia data. The multistreaming capabilities of SCTP
maps very well to multimedia traffic having multiple media streams. This application area
has its own set of challenges and is therefore handled in a separate category.

3. Web. Web transfer is a large application area for TCP, and may be so also for SCTP. SCTP’s
multistreaming ability is one of the factors that may impact the transport layer performance
of SCTP in this application area.

4. Bulk. Applications such as File Transfer Protocol (FTP) are commonly used when examining
transport layer protocols, and these are also relevant for SCTP. Examination of single-homed
SCTP for bulk transfer provides insights into the steady-state protocol performance and al-
lows comparison to similar TCP results. Bulk traffic is characterized by being large enough
to have the transfer time decided by the steady-state behavior and to be greedy, i.e., always
have data to send if there are resources available to transmit it.

5. MPI. The Message Passing Interface (MPI) application area covers the use of SCTP in local
and wide area cluster and grid environments. MPI is nowadays the dominant model used
in high-performance computing, and SCTP can be seen as a promising option of IP-based
transport support for MPI.

6. Other-applications. This category groups few other specified (but diverse) applications,
not captured by any of the above categories, such as for example Data Acquisition Systems
(DAQ).

7. Unspecified. This category is used when no application area has been defined in the classi-
fied research, e.g., when the research focus on conceptual discussions of some aspect.

Dimension 3: Network environment

This dimension covers the network environment that is considered in the research to be classi-
fied. This dimension is divided into two domains (wireless/wired) with several categories. The
categories in dimension 3 are the following:

Wireless domain
1. WLAN. The WLAN environment is characterized by relatively high bandwidth and a reliable

link layer that to a large extent shields the upper layers from physical layer problems such
as bit-errors and frame losses, but can show significant end-to-end delay variation. When
WLANs are used in a MANET setting the research article falls under the next category.

2. MANET/VANET. The Mobile Ad-hoc Network (MANET) environment has a number of
defining characteristics, such as relatively low bandwidth, large variation in end-to-end de-
lays and losses directly caused by congestion or temporary route unavailability. This category
also includes vehicular networks (VANET), since they are similar in nature and there are too
few articles in the latter group to form a separate category.
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3. Cellular. This category, which spans from GSM to 3G high speed packet access (e.g., 3GPP
HSDPA), offers medium to low bandwidths and considerable variation in end-to-end delays.
In these types of networks, a reliable link layer can ensure that there will be no wireless
losses, but only congestion losses.

4. Heterogeneous. This category refers to the case where coexisting heterogeneous wireless
networks are considered in the research, e.g., vertical handover scenarios.

5. Space. Space (also referred as satellite) networks typically have long round-trip times which
affects the transport layer behavior.

There are also cases where the wireless environments used are not sufficiently detailed to be placed
in one of the above categories:

6) Wireless-General. This category catches research where a wireless environment is used to
motivate the existence of, e.g., bit-errors, but no further description of any specific technology
is provided.

7) Wireless-Unspecified. This category reflects the case where wireless environment is not
explicitly defined in the publication, but it can be inferred from other information that a
wireless setting is present. This is specially the case for some research concerning handover.

Wired domain
8) Managed. This category captures network environments where a high degree of control

exists over the network for the entire end-to-end path. This allows appropriate dimension-
ing, traffic engineering and QoS mechanisms to provide the desired network characteristics.
Operator-owned IP-based signaling networks are a typical example of managed networks,
and an original design target for SCTP.

9) QoS. This network environment refers to cases where some Quality of Service (QoS) enhanc-
ing mechanisms are employed, which leads to the possibility of providing a better service
than pure best effort.

10) Best effort. The best effort network environment provides only best effort end-to-end packet
transfer service (e.g., best effort Internet) without any assumptions about, or restrictions on,
delay bounds, loss rates, etc.

Dimension 4: Study approach

The fourth dimension considers the method used to obtain the results. Different approaches have
different benefits and drawbacks, and the results are strengthened, if multiple approaches are used.
The following are the categories:

1. Conceptual. The conceptual description approach describes and reasons about ideas, mech-
anisms and functionalities in a general way without providing quantitative data to analyze
the performance.

2. Analytical. The analytical modeling tries to describe the essential behavior of an entity (such
as a protocol) with a mathematical expression that given some input parameters provides
some metric of interest. When a suitable expression has been derived, it can then easily
be used to predict the performance of the entity under a range of conditions. However, in
order to create a tractable formula the expression must often be simplified which introduces
inaccuracies and highlights the need for model verification.

3. Simulation. The simulation approach also uses abstract representations of the entity under
study, but in this case the abstractions are much more detailed and can include all relevant
protocol functionality. Also with simulations, there is a need to verify that the abstraction
used in the simulation is correct and representative. Simulation allows a large parameter
space to be explored and can provide considerable detail in the output.

4. Emulation. In contrast to analytical modeling and simulation, the emulation approach uses
actual protocol implementations running on a real hardware. The emulation approach nat-
urally captures the behavior of a protocol implementation, and also allows for factors such as
possible interaction effects with the operating system, device drivers and communications
hardware. Here, it is the behavior of the end-to-end connectivity that is abstracted to some
degree by the employed emulator.
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5. Live. The live network approach entails performing experiments on a running communica-
tions network. This naturally includes all aspects, both at the endpoints and at the network
level. However, live experiments are hard to control and repeat. Getting access to live net-
works to the extent necessary may also be problematic in some instances.

3.2.2 SCTP research analysis

Classification methodology

In the presented study only works that could have had a considerable audience in research com-
munity are included, to be precise, journal or conference articles that were publicly available, and
written in English (some research work in other languages was also identified but not included in
overall results, as possibly not having that big impact on the research community). The information
about research works was collected having in mind general availability as a principal rule. As a
source of information the most common databases were taken into account, and in particular:

• The IEEE Xplore database [IEEEXplore],
• The ACM Digital Library [ACM],
• The BibFinder database [BibFinder],
• The Engineering Village database [EngVillage],
• CiteSeer.IST [CiteSeer],
• GoogleTMScholar [Google Scholar],
• The ISI Web of Knowledge [ISI].

Once the information about the articles was collected, the articles underwent a detailed classification
process, to allocate them in the appropriate category within each dimension. In case the article
covers more than one category within a dimension, the article is counted equally in each of the
categories that reflect the contents of the given article (i.e., the article is considered to fit or not each
specific category without any kind of weights for articles that fall into multiple categories). The
entire classification is available on-line [SCTP Survey].

An important consideration is also the time frame for the collected research. RFC 2960 marked
the initial year when the SCTP research took off (i.e., year 2000), whereas on the other end, to secure
the trustworthy metrics, the end of 2007 was set up as the cut-off date. It should be noted that the
numbers for the articles published in 2007 is less reliable, since there can be quite some lag between
paper publication and the time it appears in the examined databases. Fig. 3.8 shows the percentage
distribution of all years analyzed. Out of 279 total articles collected, merely 22% were published in
the first four years since the protocol specification was announced in 2000. The largest number of
articles so far (66) has been published in 2006, however the differences between any of the last four
years are relatively small. Year 2007 brings the ambiguity to the interpretation of the most recent
trend. Yet it is not clear, whether the SCTP research enters a steady state fluctuating around 50
articles per year, or there is still not enough data available from the year 2007 to reflect a steady
growth.

SCTP research profile

As mentioned in Section 3.2.1, an article can be projected to more than one category within each
dimension. To quantify the extent of this multiple assignment we define α, as a ratio of the number
of all category assignments to the total number of articles published, calculated for each dimension.
Thus, α is influenced by both versatility of the analyzed research and the difficulty of creating a
non-overlapping classification. This is especially true for dimension 1 which has the highest value
of α (1.34).

Fig. 3.9 presents an overview of the investigated research within each of the taxonomy dimen-
sions. Dimension 1, protocol feature examined (Fig. 3.9a), clearly shows the domination of two
major new SCTP features in SCTP-related research. Multihoming alone stands for 46% of all hits
within the dimension, and adding multistreaming brings it up already to more than 59% of all
hits. The DAR extension provides also a considerable contribution (nearly 15% of all hits). How-
ever, most of the articles treats DAR in conjunction with the multihoming feature (MH-Handover
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Figure 3.8: Annual distribution of all published articles.

category). Out of the remaining protocol features, the most explored is single-homed congestion,
a topic that has already been well studied for the SCTP ancestor TCP. Relatively little attention in
the research community has been spent on security issues and the PR-SCTP extension, both falling
below 5% of all hits.

Dimension 2, application area (Fig. 3.9b), in contrast is rather highly polarized. With a very
low α (1.03), almost all articles had been assigned to only one category. Most of the research,
nearly 50% of all hits and articles in this case, use the bulk transfer application model. Almost one
third of all these articles classified as bulk transfer does not have any explicit specification about
the application model that was used, but had implicit indications to the bulk model. The original
application area of SCTP, signaling transport yields slightly more than 17% of all articles. The same
number of articles have an unspecified application model, a quite common case especially within
the research devoted to transport-layer mobility. The multimedia category, reaching almost 15%,
seems a promising research direction for SCTP. The combined total for the rest of the categories is
less than 5%, with web transfer and MPI being the biggest contributors.

Dimension 3, network environment (Fig. 3.9c), has again a very low α (1.03), and a quite clear
classification. Wireless related research provides slightly more than a half of all classified articles
(about 53%). In contrast the biggest single category belongs to the wired domain, best effort counts
for about one third of all the research. The remaining two wired categories have some contribution
too, but both below 10%. Heterogeneous networks (18%) are the most commonly analyzed wireless
network environment, again mostly because of the transport-layer handover research. Also general
wireless environments catch a considerable number of articles (14%), most of them being conceptual
models, or general handover schemes without having any particular network clearly specified.
WLAN and MANET/VANET networks have attracted less attention so far, slightly over 5% each.

Dimension 4, study approach (Fig. 3.9d) with α = 1.14, counts for some articles having more
than one category assigned, i.e., combining two different study approaches. This is especially the
case for the analytical models being verified by either simulations or emulations. More than a
half of all SCTP related research has been conducted using simulations, either the ns-2 simulation
model [SCTP-ns2] or Qualnet [SCTP-Qualnet], both delivered by University of Delaware. Emula-
tions contribute to about 20% of the articles. Conceptual descriptions and analytical models come
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Figure 3.9: Number of articles within each category for: (a) Dimension 1: Protocol feature examined;
(b) Dimension 2: Application area. Wondering why the total is greater than 100%? Documents with
multiple categories within a dimension may be counted multiple times.
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Figure 3.9: Number of articles within each category for: (c) Dimension 3: Network environment;
and, (d) Dimension 4: Study approach. Wondering why the total is greater than 100%? Documents
with multiple categories within a dimension may be counted multiple times.
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close behind, both combined contribute for nearly 30% of all articles, leaving the remaining 3% for
live experiments.

Category annual distribution

Fig. 3.10 illustrates the annual distribution of the classified research. The graphics presented for each
dimension reflect the contribution of each category for the annual mark, as well as total number of
articles published each year, providing a graphical interpretation of the α ratio, previously defined
in Section 3.2.2.

In Dimension 1 (Fig. 3.10a), its two leaders contribute to the overall score in a different way
over time. The MH-Robust category presents quite stable annual contributions almost from the
first year after the protocol specification was released. This initial focus on robustness issues was
expected having in mind that this was the original use of the multihoming feature. In contrast,
the MH-Handover category represents a new trend in SCTP research, started in the end of 2003.
From this moment (over the last five years) an incrementing annual contribution of MH-Handover
articles can be observed. More detailed analysis of the handover-related work can be found in Sec-
tion 3.3.1. A similar trend can be seen for the third application of multihoming, the loadsharing,
discussed here in Chapter 5. MH-Loadsharing hardly starts in 2003, 2004 being the first year with a
considerable contribution and a steady growth until now. As mentioned before in Section 3.2.2, the
DAR extension is strongly related to the MH-Handover feature and therefore follows its character-
istic. Multistreaming, the second novel feature of SCTP, similarly to MH-Robust provides a stable
contribution over all inspected years. In contrast, two of the analyzed categories face a decreasing
trend recently. Single-homed congestion, after providing a considerable bulk of research in the first
few years, seemed to lose researchers’ interest in 2007. The same happened to survey articles, once
SCTP became fairly known protocol (about 2005) this type of publications appear less frequently.

Dimension 2 (Fig. 3.10b) is a quite clear cut with stable contributions from the bulk traffic that
dominates this dimension all the years from the beginning. Signaling and multimedia applications
also show stable trends over the analyzed years. Sensitivity of the remaining categories firmly pre-
vents to draw the exact tendencies, since with relatively little research done, already one article
makes a significant difference. E.g., web applications over SCTP and SCTP use for MPI applica-
tions were both first announced in 2003, however a stable contribution in each case dates back to
2005. Experiments with other applications of SCTP appeared in last two of the analyzed years,
nevertheless a single paper a year can not be seen as a stable trend.

The dimension 3 time evolution (Fig. 3.10c) is also dominated by one main player, in this case
the best-effort category. The main wireless category, heterogeneous networks, dates back to 2003.
However, observing its evolution, it can be said that it is one of the driving forces of the SCTP
research nowadays. In contrast, a considerable research devoted to satellite environments in the
initial years, ended up in 2003. Then, the topic came back again in 2005, but with a considerably
lower attention. Another tendency that can be observed is that the wireless research in recent years
is less general, the articles become more specific to a particular network solution. Looking at the
shares between the wired and wireless fields, we observe the wired domination before year 2003.
Now the tendency over the last two years is slightly favorable for wireless networks.

Dimension 4 (Fig. 3.10d) observes a domination of the simulation approach since the publication
of the protocol model for the ns-2 simulator in 2002 [SCTP-ns2]. The emulation approach provides
less contributions, however dates back to the beginning when the protocol was just introduced. Over
the years there is a stable contribution of conceptual and analytical approaches (with peaks dating
back to 2004 and 2006, respectively). The novelty is the increase in the number of live experiments
over the last two years.

3.3 Mobility implications

As argued in Section 2.2.3, there are important advantages in handling handover at the transport
layer. mSCTP can be seen as a viable candidate for providing transport-layer mobility that, unlike
a pure network-layer scheme, has the potential to perform smooth handovers, if the mobile node
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Figure 3.10: Annual distribution of all articles within each dimension: (a) Dimension 1: Protocol
feature examined; (b) Dimension 2: Application area.
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Figure 3.10: Annual distribution of all articles within each dimension: (c) Dimension 3: Network
environment; and, (d) Dimension 4: Study approach.
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(MN) is multihomed. Moreover, mobility handled by the transport layer is fully transparent to
application-layer protocols that do not include end-host IP addresses in their application data. Nev-
ertheless, despite the importance of the aforementioned advantages, it is vital and highly relevant
to identify under which situations/conditions such potential can be really exploited. Therefore,
this section will first provide an overview of the related work on transport-layer handover based
on mSCTP, and then discuss the applicability of mSCTP in a set of practical heterogeneous radio
access networks scenarios, firstly presented in [Budzisz et al., 2008]. In particular, the identification
of mSCTP’s applicability scenarios is based on the consideration of aspects such as the number
of network interfaces on the MN, the number of IP addresses configured for the CN, and the IP
address change during the handover process. For each scenario, expected benefits and open issues
of the application of mSCTP are also stressed. It is worth to remark here that, even though the
discussion focuses on mSCTP, most conclusions drawn here can be extended to any transport-layer
handover solution.

3.3.1 Related work

Using SCTP multihoming only for robustness-related purposes has been seen as not taking the full
advantage of what this feature can relatively offer. This idea had been discussed already during
RFC 2960 specification, however due to time constraints other applications of multihoming were
not included into the final document. This status quo has been maintained in the current SCTP
specification, nevertheless at this point the considerable benefits of alternative uses of multihoming
are rather evident, and are reflected in the analyzed research. Yet the specification stays unchanged,
and any non-standard applications of multihoming should be subject to a separate protocol exten-
sion. Indeed, this is the case with transport layer mobility. The idea of using the multihoming
feature to provide mobility support surged as soon as the work on the DAR extension specification
got to an advanced stage. Paradoxically, the original scope of use of the DAR extension, as men-
tioned in Section 3.1.3, for IPv6 renumbering and hot-pluggable cards, has never gained attention
that can be compared to that of handover-related research. Thus, both protocol features, DAR and
multihoming, are usually put together when handover support is discussed. The are only a few
exceptions to this rule, e.g., mobility support for single-homed nodes based on the DAR feature
only, as described in [Honda et al., 2007]. Mobility for a single-homed nodes is analyzed in scenario
B in Section 3.3.2.

mSCTP as a candidate for providing transport-layer mobility has still several open points that
boosted the research classified as MH-Handover in the taxonomy presented in Section 3.2.1. Apart
from articles that introduce the mSCTP-based handover concept, and these that compare the mSCTP
proposal to other handover schemes (mainly MIP and SIP), there are several subgroups of articles
that relate to mSCTP’s main open points: proposals for appropriate handover strategies, support
from lower layers to the handover scheme, and enhancements introduced during the handover
process.

Fig 3.11 illustrates the distribution of handover-related research over the remaining dimensions
of the taxonomy. First thing to notice is that there is a small variation regarding applications con-
sidered in the analyzed literature. If the application is explicitly specified, usually it is bulk transfer.
Signaling or multimedia applications are less frequent and more specific solutions influencing the
design of the proposed handover scheme, e.g., Voice over IP (VoIP) in the work by Fitzpatrick
et al. [2006]. In contrast, among the network scenarios analyzed there is much more diversity, with
almost every wireless category being represented in the scatter plot. The most typical handover
scenarios include heterogeneous networks, and wireless general or wireless unspecified category
in case of conceptual works. mSCTP-based handover schemes are also evaluated in homogeneous
networks, mainly in WLAN, and considerably less often in cellular networks. Future trends in
handover-related research may also consider MANET environments that so far has had only a few
contributions. Unsurprisingly, the vast majority of the research dedicated to transport layer mobil-
ity uses the ns-2 SCTP model to evaluate the proposed ideas. Only a few works go beyond this
scheme and provide results from emulated environments, most of them using the Linux kernel
implementation [SCTP-LK].

Research on transport-layer mobility based on mSCTP dates back to late 2003. Most of the
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Figure 3.11: Scatter plot of all handover-related articles.

initial works focused on a definition of the proposed solution and identification of its main open
points. One of the examples of such conceptual works is the article by Koh et al. [2004] stating
that mSCTP can provide seamless handover support, when refined with an appropriate handover
policy3. To mitigate that Koh et al. propose a simple handover decision process (handover triggering),
based on received signal strength criterion. Another of the initial works on mSCTP, by Ma et al.
[2004], provides a comprehensive description of UMTS-to-WLAN and WLAN-to-UMTS mSCTP-
based handover schemes, as well as a detailed evaluation of such handover procedures using han-
dover delay as a metric. Further mSCTP evaluation, in terms of handover latency, signaling cost,
dropping probability, and overall throughput is given by Argyriou and Madisetti [2007]. Argyriou
and Madisetti relate the obtained results to the MIP and HMIP schemes, discussed already in this
work in section 2.2.2, finding that the mSCTP scheme is capable of achieving results similar to
HMIP while providing a more scalable solution. This work can be complemented by an empirical
evaluation of mSCTP in comparison to MIP and SIP schemes performed by Zeadally and Siddiqui
[2007]. Zeadally and Siddiqui conclude that although mSCTP can outperform both schemes in
terms of handover delay and throughput, an important shortcoming is the inability to operate in
networks that use the Network Address Translator (NAT) devices. During a handover to a network
that use NAT (e.g., network with dynamic, private IP addressing), NAT assigns a new port number
that causes SCTP association to be dropped. There are already some on-going works devoted to
provide SCTP support to NATs [Stewart et al., 2008; Xie et al., 2007].

Among the investigated handover strategies proposals, the most simple approach is to rely on
the standard SCTP failover mechanism. This approach has been deeply analyzed in Chapter 4
of this work, here only brief examples will be given. Failover in a handover context is consid-
ered by Budzisz et al. [2008, 2006b] who suggest decreasing the default PMR and RTO.Min values
of standard SCTP in order to adjust the failover mechanism to the handover needs. Budzisz et al.
conclude that the standard SCTP failover mechanism is completely unsuitable for real-time applica-

3In this work, term handover policy refers to a handover strategy, together with a handover mechanism to accomplish this
strategy. Handover strategy defines an objective to achieve when performing a handover, whereas handover mechanism
includes a decision/triggering mechanism (i.e., when to start handover signaling) and an execution/signaling mechanism.
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tions, however does not completely rule it out for non real-time applications. A similar approach to
failover mechanism is evaluated by Noonan et al. [2006] who propose an additional improvement, a
so called association routing tables (ART) at the transport layer. ART are created in a way that each
destination has assigned a different source address (if possible), and are synchronized at both multi-
homed endpoints in order to improve the efficiency of the standard SCTP multihoming in presence
of network failures. Also, schemes like WiSE [Fracchia et al., 2005, 2007] or AISLE [Casetti et al.,
2006], although defined to optimize failover detection within a context more related to robustness,
can serve as valid handover solutions, too.

Already at an early stage the researchers looked for a possible lower-layer support in the han-
dover decision-making process. Chang et al. [2004] extends the proposal introduced by Koh et al.
[2004] to use link-layer signal strength information to govern the address manipulation process
and trigger the handover. A similar approach is also reflected in work by Budzisz et al. [2005],
where all handover-related decisions are based on a relative signal-strength criterion with certain
hysteresis. An interesting finding is made in [Budzisz et al., 2008] where the authors show that
an inappropriately adjusted handover decision mechanism based on a link-layer information, may
result in a decrease of the performance, as compared to a handover policy based on the standard
SCTP failover. An example of a more complex design, based on collecting the link-layer events (e.g.,
interface up/down, address manipulation request) and processing them in the handover decision
module at the transport layer, is shown by Kim et al. [2006]. An alternative approach to handover
triggering is presented by Chang et al. [2007], where the handover decision is based upon infor-
mation on available wireless bandwidth calculated using link-layer information, and contention
probabilities obtained from the periodically sent heartbeat probes.

Another way to improve the mSCTP-based handover performance is to introduce upgrades dur-
ing an on-going handover process. One of the early studies by Kashihara et al. [2004], proposed
severe changes to mSCTP including changes to the congestion control, the path error accounting
algorithm and the corresponding PMR limits, and finally a modification of the retransmission mech-
anism to duplicate packets when more than one path is available. The idea of sending duplicate
packets among simultaneously available paths has also been discussed in works by Aydin et al.
[2003]; Aydin and Shen [2005] that introduce a scheme called cellular SCTP (cSCTP). cSCTP sets
the congestion window on both the old and the newly obtained path to half of the value it had
on the old path before the handover, and starts sending duplicate packets. This scheme does not
provide any kind of estimation of available bandwidth on the newly obtained path, before starting
the transmission. Therefore, a proposal firstly introduced by Goff and Phatak [2004], to use load
balancing instead of sending duplicated packets seems to be a more reasonable approach. A more
detailed analysis of load balancing in handover context is provided in Chapter 5. Modification of
the retransmission mechanism during an on-going handover is also proposed by Ma et al. [2007].
Ma et al. propose the so-called smart fast retransmission mechanism reducing the risk of sending
retransmitted packets to an already unavailable path. In contrast, Lee et al. [2006] discusses ad-
justing the flow control in handover scenarios to minimize abrupt throughput changes during the
handover process.

Finally, mSCTP-based handover schemes can be also complemented with resource reservation
and efficient QoS provisioning as demonstrated in a recent proposal by Ahn et al. [2007].

3.3.2 mSCTP use cases

Before presenting handover scenarios for mSCTP in more detail, an important comment on the
naming convention must be made. As already mentioned in section 2.1, the descriptions of the
scenarios strictly follow the IETF naming convention defined in [Manner and Kojo, 2004]. According
to this naming convention, when addressing the use of mSCTP in 2G/3G cellular systems such as
GPRS/UMTS, a base station would be referred to as AP and the role of AR would correspond
basically to that of the 2G/3G network gateway (i.e., Gateway GPRS Support Node, GGSN in
GPRS/UMTS) in charge of interconnecting the overall cellular network to an external IP packet data
network and ultimately providing IP connectivity. In this way, the whole cellular network behaves
as a layer-two network (L2-network). On the other hand, the naming convention used on WLANs
is already aligned to the IETF naming convention with respect to the AP, but it is interesting to
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remark here that wireless routers (devices with co-located AP and AR functionalities) are the most
common to find.

Scenario A. Although it was already pointed out that transport-layer solutions are targeted at
scenarios where there is an IP-address change when moving from one PoA to another, we have
retained this scenario to emphasize that nowadays the most common situation is that terminal
mobility only results in an AP change, while staying in the same IP subnetwork, e.g., intra-system
mobility in 2G/3G cellular networks (e.g., GSM or UMTS) or WLAN mobility within the same
Extended Service Set (ESS), as presented in Fig. 3.12.

Thus, mSCTP multihoming has no applicability here because the handover does not result in a
change of the IP address used in the association. Efficient handover management can be achieved
by means of link-layer solutions, so that no specific functionalities are strictly required within the
transport layer to cope with the AP change. Nevertheless, despite this possible isolation of the
transport layer from the cell-change process under such scenarios, cross-layer design constitutes an
appealing research challenge to improve transport-layer performance by means of the information
available from lower layers.

Scenario B. Future heterogeneous wireless networks, however, will bring a lot of diversity to the
network structure, and terminal mobility among different radio access networks will most likely
result in an IP-address change. Under such an assumption, the key feature of this scenario is that
terminals can only use a single radio network interface at a time (see Fig. 3.13). This limitation is
further referred to, as the single-homed MN.
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Figure 3.13: Scenario B – Single-homed MN.
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Figure 3.14: mSCTP handover signaling for a single-homed MN (scenario B).

A typical situation in such a scenario is the handover of a WLAN terminal equipped with a single
network card between two WLAN APs located in different IP subnetworks. Another situation is a
dual-mode terminal (e.g. WLAN/GPRS) that cannot operate both interfaces simultaneously. This
single-homed condition implies that the MN is not able to communicate with the new access point
when using the old one and vice versa.

mSCTP applied to such a single-homed scenario does not require any infrastructure modifica-
tions in expense of the disconnection period required to bring up the new link (notice that both links
are not active simultaneously) and configure its IP related settings. Fig. 3.14 illustrates handover sig-
naling scheme based on the current version of the SCTP reference implementation [SCTP-FreeBSD].
The MN disconnects from the old AP, obtains the new IP address from the new AP and sends the
ASCONF chunk from that new IP address, even though the new IP address has not yet been in-
cluded into the association. The packet containing the ASCONF chunk, to avoid being discarded by
the receiver (the source address in the IP header is the new IP address), must contain the correct as-
sociation verification tag in the SCTP-header Verification-Tag field, and the old IP address (the only
valid address being part of the association) in the address parameter of the ASCONF chunk. Such a
configuration will allow the receiver to recognize the association the chunk belongs to. During the
lookup process, the receiver will first check the source address in the IP header. Upon failure of this
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attempt (the new address is still not a part of the association), the receiver will eventually get the
appropriate IP address from the ASCONF-chunk address-parameter field. The lookup process is
followed by the validation of the verification tag, and chunk processing. Bundling of all operations
of address manipulation in one chunk is allowed by DAR extension specification [Stewart et al.,
2007], and is subject to a handover policy. The only requirements is that the ASCONF chunk pa-
rameters should be transmitted in the appropriate order, that is: Add new-IP address, Delete old-IP
address, and Set primary address to new-IP address, in order not to be discarded when process-
ing at the receiver. The receiver must then reply to the source IP address of the packet that, after
processing all of the ASCONF chunk parameters, is the only IP address included in the association.
The described mechanism has strong implications on security, and, as mentioned in Section 3.1.3,
an authentication procedure is required before processing the ASCONF chunk to avoid the risk of
association hijacking, as described in [Stewart et al., 2007] and [Stewart, Tuexen, and Camarillo,
2007].

The scheme shown in Fig. 3.14 is prone to long handover delays. Apart from the lower-layer
disconnection period, also transport-layer contributes to an overall long handover latency. The
transport-layer part of the handover latency can be mitigated, if several handover-oriented optimiza-
tions are considered. An example of such a handover-optimized scheme is SmSCTP, introduced
by Honda et al. [2007], illustrated here in Fig. 3.15. Honda et al. propose to send the ASCONF
chunk with the request to add the new IP address, as soon as the new address becomes available,
i.e., without waiting for the RTO expiration on the current primary path. This is possible with
a slight modification in the approach to the path definition, and thus to the congestion handling.
New source address from which the ASCONF chunk will be sent, may be treated as the new path, if
only the path is identified by the pair of source-destination address, instead of destination address
only, as in case of the reference implementation. Such a modification is still in line with protocol
specification, which simply does not require the control of the source address in the path definition.
Consequently, retransmitted data can be sent as soon as the new path is available, that is in case of
data sent from the MN after the ASCONF-ACK chunk arrives, and for data sent from CN as soon
as the new path is verified (when HB-ACK arrives).

Apart from the commented modification, the main challenge in such a handover scenario is to
keep system performance during the path-transition phase (i.e., from the moment, the MN has sent
a message with the Add IP Address and Set Primary Address option, until the transmission has
started on the new address). In particular, to minimize the layer-two disconnection period, and
consequently avoid mSCTP timeout retransmissions being sent on the already inactive path.

Alternatively, to overcome limitations of the single-homed scenario, the radio access network can
contain an extension facilitating the acquisition of a new IP address through the old AP. An example
of such an extension is the Candidate Access Router Discovery (CARD) protocol that provides
communication with the new AP through the old AP in order to obtain the new IP address, as
shown in [Liebsch et al., 2005].

Scenario C. In this scenario, the MN is multi-homed, that is, more than one network interface can
be operated simultaneously. However, regarding CN connectivity, a single-homed CN is assumed
so that the CN is only reachable through a unique IP address. Fig. 3.16 illustrates this asymmetric
scenario involving a dual-homed MN connected to a single-homed CN.

As most Internet servers nowadays are configured with only one IP address, this scenario is
likely to become the most common in today’s heterogeneous landscape. Under such conditions,
mSCTP can be applied to provide seamless handover between two APs connected to different sub-
nets. The main phases in the handover process are shown in Fig. 3.17 and explained below:

1. Once a candidate AP has been selected, an IP address valid for the new location must be
obtained. New addresses can be obtained via, e.g., DHCP, DHCPv6 or stateless IPv6 auto-
configuration in the new location.

2. The new IP address is signaled to the mSCTP stack of the MN node. The time period
when the two different network addresses are effectively available at the transport layer (i.e.,
including necessary transport-layer signaling before any DATA chunks can be transmitted)
will be further referred as a dwelling time in this work.
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3. mSCTP on the MN must notify the CN of the new address — the Add new /IP address
request is sent.

4. The CN confirms the incorporation of the new address into the association. As in case of
single-homed MN, ASCONF-ACK chunk is usually bundled with the HB chunk used in
path verification process. At that time, data from the CN towards the MN is still sent on
the old path, as the primary-path change has not been requested yet. On the other hand,
once the ASCONF-ACK chunk arrives at the MN, data coming from the MN can be sent to
the CN from any of the two available source addresses, depending on MN’s routing table
configuration.

5. Then, at an adequate moment (possibly the most important open issue is how to determine
when to switch the primary path) the primary-path change is triggered by the MN, as it is
commonly assumed that the handover decision is mainly related to the status of the radio
link between the MN and the APs (handover decision can be based on any other criteria,
depending on the handover policy that is applied). The primary path change procedure is
started by sending an ASCONF chunk with the Set Primary Address parameter pointing to
the new path.

6. The CN switches to the new path as soon as the ASCONF chunk with the primary-path-
change-request arrives at the CN. The new path had already been verified, so it is used
immediately, first to retransmit any chunks that need to be retransmitted (if any), and then
to send new data to the MN.

7. Also, as soon as the connection with the old AP is lost, the unnecessary IP address should
be removed by means of a Delete IP Address request. Depending on the handover policy,
removing of the old IP address can be bundled with the primary-path-change-request. Again
it is important to follow the appropriate order of parameters (same as described in a single-
homed case) to avoid discarding of the ASCONF chunk.

Consequently, the main challenges in this scenario are related to path management (i.e., criteria
to trigger the primary path change) and path transition optimization (e.g., reducing the slow-start
phase on the new path, etc.). In that sense the handover policy plays the crucial role in many ways,
e.g., (1) handover strategy aims to optimize the use of available resources; (2) handover trigger-
ing mechanism may reduce handover latency by indicating the most appropriate time-instance to
initiate the handover; and (3) handover execution mechanisms may be simplified by bundling a
Set Primary with Add/Delete IP Address parameter within one ASCONF chunk. Inappropriate
handover policy may result in degradation of the overall performance. To give the reader more
insight on this issue, a range of possible adjustments of handover policies is illustrated with two
extreme situations, referred to as best case (Fig. 3.18a) and worst case (Fig. 3.18b), respectively. The
sample handover scenario in the presented examples consists of a MN moving from the slower
(IP1) to faster AN (IP2). Thus, in such a handover scenario, the best case policy results in the path
change, as soon as the new interface is available, whereas the worst case policy waits excessively
long, leading to a lower-layer disconnection period, before switching to the new path.
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Figure 3.17: mSCTP handover signaling for the asymmetric scenario (scenario C).
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Figure 3.18: mSCTP handover scheme for the asymmetric scenario with different handover policies
(scenario C): (b) worst case.
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Alternatively, mSCTP handover policy may be based on the standard SCTP failover mechanism,
as shown in Fig. 3.18c), what will be explained and evaluated in detail in Chapter 4. Note however
that the usage of SCTP’s failover mechanism to trigger the primary path change impedes sending
data while switching the paths.

Moreover, a loadsharing scheme, e.g., the Concurrent Multipath Transfer (CMT) [Iyengar et al.,
2006] can also be exploited in this scenario in the downlink direction. During the dwelling period,
the CN can wisely transmit new data towards more than one of the MN’s IP addresses included in
the association. In the uplink direction, however, the mSCTP association has only one path leading
to the unique CN IP address, and as a result loadsharing can not be employed within the mSCTP
scheme. Loadsharing issues will be discussed in Chapter 5 in more details.

Scenario D. In order to employ loadsharing in both the uplink and the downlink direction, a
multi-homed CN must be considered in a symmetric scenario as presented in Fig. 3.19. Handover
signaling scheme will be similar to the one presented for scenario C (asymmetric scenario), offering
better flexibility as a consequence of having multiple paths between the endpoints. Indeed, the
exploitation of multiple interfaces may be useful not only in mobility context, but also in case of
degraded performance of the active interface (due, e.g., to congestion).

Symmetric scenario encounters the same open points (triggering criteria) as in the single-homed
fixed server case (scenario C), i.e., there will be room for the performance improvements, such as
transport-layer performance optimizations (path selection, slow-start-phase reduction) that will be
discussed in Chapter 5.

Summary

Table 3.3 summarizes the discussion presented in this section. For the analysis presented further in
this thesis, the scenario with single-homed CN and multi-homed MN (scenario C) has been chosen
as being the most representative for todays networking.

3.4 Conclusions

SCTP very quickly migrated from the signaling to a general purpose transport protocol. Two new
features multihoming and multistreaming, together with a range of well-known features adopted
from TCP, made the SCTP a really versatile proposal. In part thanks to multihoming, it is also at-
tractive to the wireless scenarios, and capable of providing handover management at the transport
layer, after incorporating the DAR extension. The most important scenarios in the context of han-
dover management were described in Section 3.3.2 to provide the reader with essential information
for the analysis presented in the following chapters.
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Chapter 4

Failover as a basic handover scheme

Standard SCTP provides a failover mechanism to manage transmission over multiple paths when
available, increasing therefore protocol robustness in presence of link failures. Nevertheless, limit-
ing the use of multihoming strictly to the failover upon link failure event seems a drawback of the
standard SCTP. Already SCTP failover itself can be reused for other purposes, e.g., as a basic mech-
anism triggering handover in a mSCTP handover scheme, as shown in Fig. 3.18c. This approach
means that switching among the multiple paths between the endpoints is only conducted attending
to the information available at the transport layer (e.g., no triggering conditions from lower lay-
ers are used). This interesting idea will be evaluated in this chapter quantifying the feasibility of
the proposed solution for heterogeneous wireless networks. Before that, a detailed description of
the failover mechanism will be given, providing the reader with the necessary background for the
presented analysis.

4.1 Description of the SCTP failover mechanism

Reliability in SCTP is forced with an important protocol feature, multihoming. To detect a path
failure each multihomed SCTP endpoint uses both implicit and explicit probes. Transmitted data
serves as an implicit probe used to monitor the availability of the primary path. SCTP keeps an
error counter that counts the number of consecutive timeouts. If the error counter reaches a certain
tunable threshold, Path.Max.Retrans (PMR), the primary path is considered unavailable. However,
if a SACK chunk is received before the error counter reaches PMR, the error counter is reset to zero.
A persistent failure to reach the primary destination eventually induces a failover, at which the
source endpoint selects one of the available alternate paths as a new primary path.

Since no data chunks are normally sent on the alternate paths, SCTP uses explicit probes, called
HEARTBEATs to monitor the availability of such idle paths. HB chunks are periodically sent on
the alternate paths at a rate governed by a tunable heartbeat timer, in function of HeartbeatInterval
(HBInt) parameter. If a HB-ACK chunk is not received before the heartbeat timer expires, an error
counter is incremented. Again, if the error counter reaches PMR, the corresponding alternate path is
considered unavailable.

Subject of a discussion in this chapter, the standard SCTP failover mechanism, illustrated in
Fig. 4.1, is based on the retransmission timer (T3-rtx timer) derived from the TCP, together with its
managing rules, defined in [Paxon and Allman, 2000]. The retransmission timer is used to clock
every data chunk sent to the corresponding peer in order to guarantee a reliable delivery. Upon
transmission of a new data chunk the T3-rtx timer is set to the value of RTO, based on the current
RTT measurements, according to the formula (4.2).
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Before the first RTT measurement is made: RTO = RTOinit (4.1)
If at least one RTT measurement (R’) is made:

RTO = SRTT + 4 · RTTVAR (4.2)
where:

with first measurement:
SRTT = R′ and RTTVAR = R′/2 (4.3)

with any subsequent measurement:
SRTT = (1− α) · SRTT + α · R′ (4.4)

RTTVAR = (1− β) · RTTVAR + β · ∣∣SRTT− R′
∣∣ (4.5)

If the T3-rtx timer expires, and the data chunk has not yet been acknowledged by the remote
peer, a so-called retransmission timeout (RTO) event, it is assumed that the chunk is lost, and the
actual RTO value for the affected path is doubled (exponential back-off mechanism). The lost chunk,
together with all the chunks that were in transition (in flight) towards the corresponding peer in
the moment the T3-rtx timer expired, are marked for retransmission, while the outstanding data
counter for that path is reset to zero. Then, SCTP starts retransmitting lost chunks according to
its retransmission policy. The SCTP specification [Stewart, 2007] recommends sending timeout
retransmissions on the alternate path, provided, of course, that there is an alternate path available.
The first retransmission includes all marked chunks that fit into a single data packet. Remaining
marked chunks are retransmitted as soon as the congestion window on the alternate path allows
it. In order to clock the retransmitted data, the T3-rtx timer on the alternate path is restarted, with
the current RTO value of that path. This is the main difference with respect to TCP, which has
to send all retransmissions on the same, unique path. Although retransmissions are sent on the
alternate path, new data is still sent on the primary path. Thus if the path failure is persistent, as
the one shown in Fig. 4.1, additional timeouts will occur. The maximum number of consecutive
timeouts on the primary path is limited by PMR. Once this threshold value is exceeded, the path
is considered inactive, and a new primary path is selected among the alternate paths that are
currently available1. The protocol fails over to the selected path (path selection is implementation
specific, RFC recommends round robin fashion), and from this point on, all data chunks are sent to
the new primary path. Following this discussion, and as seen in Fig. 4.1, the failover time (Tf ail) can
be defined as the interval between the time when the primary path becomes unavailable, and the
time, at which the first new data packet is transmitted on the new primary path.

In case of a persistent failure on the primary path, the SCTP literature usually proposes a rough
estimation of the failover time [Stewart and Xie, 2001]. This rough estimation is based on the sum
of consecutive timeout periods, analogously to the back-off timer mechanism of SCTP’s ancestor,
TCP. Indeed, the sum of the PMR consecutive timeouts, called here total primary path RTO expira-
tions time (TRTO) is the most important factor in the SCTP failover time estimation. TRTO is given
by equation (4.6), combining the RTO value at the time of the path failure (RTO f ail), and both
upper and lower bound for the RTO value: RTO.Max (RTOMax) and RTO.Min (RTOMin) accordingly, as
recommended by the SCTP specification [Stewart, 2007].

Tf ail ≈ TRTO =
PMR

∑
i=0

min
(

max
(
RTOMin; 2i ·RTO f ail

)
; RTOMax

)
(4.6)

Obviously, the maximum number of allowed retransmissions (PMR) determines the impact of
the exponential back-off mechanism in SCTP. Protocol specifications recommend setting PMR to
five, which for the lowest RTO f ail allowed by the RTOMin default setting (1 s), yields a 63 second-long
failover time. This is unacceptably long for the majority of communication applications. Caro [2005]
demonstrates that an improvement of this behavior may be achieved by decreasing the PMR value.

1The total number of consecutive timeouts for the entire SCTP association is handled by the Association.Max.Retrans

parameter. The SCTP specifications recommend that this value should not be larger than the sum of the PMR values of all the
paths of the association.
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As will be shown later in Section 4.3.1, transport layer mobility applications typically should have
the PMR value reduced from the default value of five to lower values (i.e., between 0 and 2) in
order to achieve shorter failover times. Therefore in such cases, there is a need to take into account
additional factors in the estimation of the failover time.

4.2 Reference study: analytical estimation of failover time

The scheme presented in equation (4.6) for the failover time estimation has been applied in most of
the SCTP publications so far. In paper [Budzisz et al., 2007] author aims at demonstrating that the
accuracy of the estimation based only on TRTO is not always satisfying, and specially in transport
layer mobility scenarios. The proposed update seems critical, mainly because of the two following
reasons: the lack of an exact indication of the moment when the failure occurred, and the ambiguity
of the failover definition in the protocol specification. In this section both aspects will be examined
in more detail. This reference study will also serve to bring the reader more details of the failover
scheme.

The T3-rtx timer manages the data sending process and is re-started each time, a SACK arrives
that acknowledges data with the earliest outstanding TSN (rule R3 in RFC 4960 [Stewart, 2007]).
Thus, it is important to relate the moment of the path failure to the instance when the last SACK
was successfully received on the primary path, and the RTO expiration accounting was started, as
illustrated in Fig. 4.2. Hereafter this time will be called the last SACK offset (TSACK). Depending
on the network state at the moment of failure, TSACK may be either negative (the T3-rtx timer was
restarted for the last time before the link failure) or positive the last T3-rtx timer reset took place
after the path failure, as some SACKs still managed to arrive at the sender).

Another reason for the estimation update arises from the ambiguity of the definition of the
failover mechanism in the SCTP specification. The intention of the protocol authors [Stewart, 2007]
was that SCTP should be able to send new data packets to the primary path simultaneously with
the retransmission of the packets that timed out, handled on the alternate path, as it was presented
in Fig. 4.1 in Section 4.1. Since the main scope of the RFCs developed by the IETF is the protocol
specification, but not the implementation issues, there is no unique way the protocol should behave,
as far as the implementation does not violate the specification rules. Author has examined the most
important of the existing SCTP implementations [SCTP-FreeBSD; SCTP-LK; SCTP-SS7], as well as a
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proprietary signaling stack, and found out that most designers have interpreted the protocol’s defi-
nition differently than it was intended by the RFC authors. In particular, all major implementations
seem to wait until all marked packets are retransmitted on the backup path, before transmitting any
new data on the primary path. Both interpretations are compared in Fig. 4.3.

The explanation of such implementations behavior lies in the use of a single output queue. All
analyzed implementations have only one output queue, where both types of packets (those marked
for retransmission and the new ones) are directed. Further, as protocol specifications prescribe, all
retransmissions must be sent prior to any new data, which indeed results in the observed behavior.

Consequently to address this fact, a second new factor should be introduced into the failover
time estimation, the total backup path retransmissions time (Trtx), defined as the total time devoted
to retransmit pending packets on the alternate path. It should be noted that this factor exists only
if retransmissions are allowed (PMR > 0) at the transport layer, and that it is implementation depen-
dent. Trtx may have vital importance in the transport layer mobility scenarios that include long thin
networks (LTN), i.e., networks with high RTT values and medium/low bit rates. If retransmissions
at the transport layer are allowed, but the PMR value is low (i.e., 1 or 2), the time devoted to retrans-
missions of the pending packets during the failover period will be relatively long, thus influencing
the total failover time.

Summing all up, a new accurate estimation of the failover time was developed in [Budzisz et al.,
2007] that can be expressed as the sum of the three aforementioned components, as presented in
formula (4.7). It is claimed that this is a general-use model, better reflecting the protocol behavior
than the estimation based only on the TRTO. Although applicable to all kinds of network scenarios,
equation (4.7) particularly targets long-thin networks. Notably, in scenarios with high PMR values,
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equation (4.6) gives a sufficient estimation of Tf ail , as both newly introduced factors will have less
relevance due to the dominant role of the exponential back-off mechanism.

Tf ail = TRTO + TSACK + Trtx (4.7)

4.2.1 Best-worst case analysis

Analyzing the proposed estimation formula (4.7), it must be emphasized again that the most im-
portant factor is TRTO. However, once the number of available retransmissions (PMR) is known, and
the decisive TRTO factor determined (4.6), the overall failover time can be considered as a function
of the two newly introduced factors. From that perspective, the best case (the shortest failover time)
corresponds to the event when the last SACK is received at the earliest possible moment before the
failure occurs (TSACK < 0), and the new data packets are sent simultaneously with the retransmis-
sions (Trtx = 0). In this case, the lower limit for the last SACK offset can be estimated as the time
necessary for data packet and its corresponding SACK to traverse the primary path (the round trip
time, RTT) plus the value of SACK delay, due to the delayed SACK mechanism used by SCTP (the
receiver sends a SACK every second packet received, see Section 4.3.1 for more details). So if there is
only one packet correctly received, and the primary path failure occurs right before the correspond-
ing SACK is about to be received at the sender, this produces the largest time interval between the
last SACK received and the moment of the path failure. Next if the worst case is considered, the last
data packet received correctly should arrive at the receiver shortly before the primary path failure
occurs. Then the corresponding SACK would still be able to traverse the path, increasing therefore
the last SACK offset to half of the RTT (TSACK > 0). However, more important here is the influence
of the backup path retransmission time. If the SCTP implementation waits until all packets pending
retransmission are sent on the backup path, the resulting failover time will be considerably larger.
Then, Trtx can be estimated as a function of the number of packets pending retransmission, and
the RTT expressed by means of network parameters, such as available bandwidth and latency. An
example of such estimation will be presented in Section 4.2.2, whereas here the Tf ail best-worst case
analysis is summarized in Table 4.1.

Table 4.1: Failover time estimation boundaries

Parameter Best case Worst case

TSACK −(SACK delay+ RTT)
RTT

2
Trtx 0 f (packets pending rtx; RTT) see example in Section 4.2.2

4.2.2 Estimation example

In this section, an example of an accurate estimation of Tf ail will be developed applying a more de-
tailed analysis to the general-use model introduced before. Such accurate failover time estimation is
especially important when using the SCTP multihoming feature as the basis for achieving transport
layer mobility in wireless networking scenarios, an application field being subject to intensive re-
search nowadays. The reason is twofold. First, most mobile wireless networks can be categorized as
long-thin networks. Second, an accurate knowledge of the transition time between available paths
is one of the key prerequisites for handover optimization.

A common scenario, when analyzing SCTP multihoming performance in the context of transport
layer mobility, consists of two paths (primary and backup) between two network hosts, e.g. a mobile
node and a server, as depicted in Fig. 4.4. Under such scenario it is assumed that the server is
sending data to the mobile node that is initially reachable through two IP addresses. Suddenly,
due to the problems on the wireless link or as a consequence of user mobility, the address used as
the primary becomes unreachable, and the server has to fail over to the alternate path using the
standard SCTP failover mechanism.
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Figure 4.4: Simulation scenario.

In the presented example, the proposed estimation of the failover time is based on the following
parameters that model the overall network behavior:

• Link bandwidth for the primary and backup paths denoting separately the wired (Bpr wired
and Bbk wired), and wireless parts (Bpr wireless and Bbk wireless),

• Latency corresponding to the wired and wireless (bottleneck) part on each of the paths (pri-
mary path: Tlat pr wired, Tlat pr wireless, and backup path: Tlat bk wired, Tlat bk wireless, respectively).
Moreover, the total path latency for each path is also indicated (Tlat pr and Tlat bk).

In addition, the following two parameters are assumed to be known at the time of the path failure:
• Congestion window (cwnd f ail),
• Retransmission time out value (RTO f ail).

It is also assumed that the receiver window size (rwnd) is not affecting the failover performance,
i.e., it is not limiting the number of packets retransmitted on the alternate path.

Now, when examining the first of the two introduced factors, TSACK, it is important to relate the
moment of the path failure to the instance when a SACK was received for the last time, and the RTO
expiration accounting was started. In the instance, when the path failure occurs, all SACKs in flight
that already managed to pass the bottleneck (it is reasonable to assume that the failure happens in
the wireless part) will arrive at the sender, and will cause a re-start of the T3-rtx timer. As follows
from the discussion in Section 4.2, the accuracy of TSACK depends on the SACK generation interval.
Aiming at the average value of TSACK in the presented estimation, a half of the SACK generation
rate is used to obtain formula (4.8). In this equation LMTU and LSACK denote the size of data
packets and SACK packets, respectively. As can be seen, presented example fits in the estimation
boundaries described in Section 4.2.1.

TSACK =

(
Tlat pr wired +

LSACK
Bpr wired

)
− LMTU

Bpr wireless
(4.8)

The second of the newly introduced factors, the estimate Trtx is formulated in expression (4.9) by
means of two separate components. The first one (T1st rtx) deals with the estimation of the time spent
for the first timeout retransmissions on the backup path, whereas the latter component (Tother rtx)
sorts out the time devoted to the remaining consecutive timeout retransmissions until the threshold
PMR is reached.

T1st rtx period is completed, as soon as the last packet marked for retransmission is sent on the
alternate path, and new data may be sent on the primary path, restarting therefore the T3-rtx timer.
Then, in each of the following consecutive timeout retransmissions only one packet is marked for
retransmission. Thus, in these periods new data can be immediately sent on the primary path, and
the retransmission timer on the primary path restarted accordingly. Therefore Tother rtx is equal to
zero, and the formula estimating Trtx can be reduced to T1st rtx only.

Trtx = T1st rtx + Tother rtx = T1st rtx (4.9)
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Now focusing on the estimation of first retransmission period. To simplify the calculations, it
is further assumed that all the packets pending retransmission will be retransmitted within the
slow start phase on the alternate path, so each SACK received at the sender triggers a burst of
three retransmitted packets (SCTP by default uses the delayed SACK mechanism). The number
of packets retransmitted in the first burst actually depends on the application type that fixes the
relation between the packet size (LMTU) and the initial cwnd value on the path that handles the
retransmission (cwndinit bk). Hence, if the bulk file transfer is considered as an example application,
the most typical MTU size is 1500 Bytes, which corresponds to three packets sent within the first
burst. The described retransmission scheme is depicted in Fig. 4.5.

Consequently, analyzing presented retransmission scheme, T1st rtx can be expressed as the func-
tion of the number of round trip times (parameter x) and the number of bottleneck transmission
times2 (parameter y), as shown in (4.10).

T1st rtx = x · RTTbk + y · LMTU
Bbk wireless

(4.10)

The parameters x and y are, as pointed up in Fig. 4.5, functions of the number of bursts of three
packets, n, that needs to be successfully sent. The factor n, in turn, depends on the number of
outstanding packets at the time of the path failure, which is assumed to be equal to the congestion
window at that time, cwnd f ail . The equations (4.11), (4.12), and (4.13) provide the formulas for
computing n, x, and y, respectively.

2Usually the transmission time through the wireless link.
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n =
⌊ cwnd f ail − 1

3

⌋
(4.11)

x =

⌊
1 +

√
1 + 8 · (n− 1)

2

⌋
(4.12)

y = 2 · n−
x

∑
i=1

i (4.13)

The round-trip time on the backup path (RTTbk) in equation (4.10) can be estimated as a function
of network parameters, as presented in (4.14).

RTTbk = 2 · Tlat bk +
LMTU + LSACK

Bbk wired
+

LMTU + LSACK
Bbk wireless

(4.14)

4.2.3 Estimation verification

In order to evaluate the proposed formula for estimating the failover time (4.7), and compare it
to the one currently used (4.6), the University of Delaware’s SCTP model for the ns-2 network
simulator [NS-2] (described in more details in Appendix A.2.1) is used, assuming the topology as
presented in Fig. 4.4. The wired links have 100 Mbps bandwidth and 5 ms propagation delay. For
wireless links three typical LTNs are considered: WLAN (11 Mbps bandwidth and 15 ms propaga-
tion delay), UMTS (384 kbps and 80 ms), and GERAN (80 kbps and 80 ms), respectively. Fig. 4.6
presents the outcome of the evaluation, the average estimation error (i.e., relative error between
the simulation result Tsim and the estimated value of Tf ail , called here Test) as a function of the
PMR parameter. Provided results are for two different queue sizes: one fairly small, 10 packets,
and one larger than the bandwidth delay product (BDP) of any of three considered network types,
50 packets.

As shown in Fig. 4.6, the biggest error in the failover time estimation, using the most common
formula (4.6), is obtained for PMR = 1 or 2 (the typical configuration of SCTP in wireless multihom-
ing scenarios), when the retransmissions on the alternate path have the most significant influence,
no matter what the queue size is. The new estimation proposal (4.7) provide considerably better
results, having reduced resulting error below 1% for small queue size and below 3% for bigger
queue (more packets to retransmit), respectively. Not surprisingly, in area of big PMR values, (i.e.,
PMR = 4 or 5) TRTO completely dominates Tf ail , hiding the influence of all new factors introduced to
the estimation. In such a scenario, the proposal (4.7) gives nearly the exact value of the failover time
(the error value below 0,5%), granting slightly better estimation for the smaller queue size again.
Yet, there is no need to improve the commonly used formula (4.6), which works well enough (the
error value below 3%). Finally, for PMR = 0 (i.e., Trtx = 0) equation (4.7) also gives an improve-
ment in the failover time estimation, due to the introduction of TSACK component, however, this
improvement is rather small, and still better seen for the smaller queue size.

Concluding, a new general-use estimation formula for an accurate estimation of the failover
time proposed in Section 4.2 seems crucial in transport layer mobility scenarios based on SCTP
multihoming. The estimation commonly used in the literature (4.6), based only on the sum of
consecutive timeouts, is not always appropriate, mainly because of the following reasons: (1) the
number of allowed retransmissions (PMR) is usually low, reducing the impact of the exponential
back-off mechanism, (2) the lack of an exact indication of the moment when the failure occurred,
and (3) implementation dependent behavior of new data chunk transmission caused by the ambigu-
ous specification of the failover mechanism. New estimation formula accounts for the influence of
network and implementation dependent parameters, and introduces two new factors into the pro-
posed estimation. Both factors have general scope of use, however the focus here was on a typical
transport layer mobility scenarios, since this application has great importance for current SCTP
research.
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Figure 4.6: Comparison of the normalized failover time in long-thin networks with the queue size
of: (a) 50 packets; and, (b) 10 packets.
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4.3 Failover as a basic mechanism to provide mobility

As it was mentioned in Chapter 3, SCTP was primarily designed as a signaling transport protocol
over IP. Thus the initial design goal was to meet strict reliability requirements of telephony signal-
ing, and SCTP made it also thanks to the failover mechanism. Nevertheless the application of the
failover mechanism and SCTP itself is not limited to transporting signaling messages. Once SCTP
was named by IETF a general purpose transport protocol the approach to the failover should be
revised accordingly. SCTP failover mechanism can be also treated as a basic mechanism to pro-
vide mobility (together with the DAR extension) and as a benchmark for performance evaluation of
other, advanced handover solutions based on SCTP that will be presented in the following sections
of this work.

4.3.1 Main parameters

To study the feasibility of SCTP failover mechanism for triggering mSCTP-based handover in het-
erogeneous wireless access networks, the most relevant protocol parameters should be analyzed.
Here, with a set of simple experiments the influence of the most important protocol parameters for
a failover behavior will be illustrated.

All presented experiments in this section are held in a symmetrical scenario, shown on Fig. 4.7.
Both paths (primary and backup) from the sender to the receiver consist of the wired and wireless
parts. Wired part on each path has 100 Mbps bandwidth and 5 ms propagation delay, whereas the
wireless parts have 11 Mbps bandwidth and 15 ms propagation delay respectively, so the BDP is
adjusted to the typical 3G networks values.

Wireless link failure is modeled with an ideal, two-state channel model, shown in Fig. 4.8. Before
failure, link is considered fully available, the packet error rate (PER) is 0%, and immediately after
the failure all the packets are lost (link becomes permanently unavailable, PER is 100%). In the
presented scenario the basic SCTP performance is evaluated, when sending a 16 MB file via FTP,
looking for the best possible failover threshold in the overall file transfer time. The initial setting in
each experiment comprises of the default set of the protocol parameters, as listed in Table 4.2, and if
not stated otherwise, only the parameter under the examination in a given experiment is changed.

R

IF 0

Sender

R

IF 1 IF 1

IF 0

Receiver

Primary Path

Backup Path

11 Mbps, 15ms

11 Mbps, 15ms100 Mbps, 5ms

100 Mbps, 5ms

Figure 4.7: Simulation topology.
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Figure 4.8: Ideal channel model.

Table 4.2: Default set of SCTP parameters

Parameter name Value

PMR 5
RTOMin 1 s
SACK delay 200 ms
HBInt 30 s
Retransmission policy FastRtx Same path

TimeoutRtx Alternate path

PMR

First, and the most important parameter to discuss is the PMR that governs the maximum number
of allowed retransmissions and determines the impact of the exponential back-off mechanism in
SCTP. Protocol specifications recommend setting PMR to five, which results in unacceptably long
failover time (see Section 4.1) for the majority of communication applications. An improvement
of this behavior may be achieved by decreasing the PMR value. As it was shown in [Caro et al.,
2004a], the faster performance is traded off against a probability of spurious failovers, or even
permanent oscillations between the available paths (so called ping-pong effect), if the PMR value is
decreased too much. More extense study by Caro [2005] devoted to evaluate failover behavior
prevailed that using the most aggressive approach (i.e., the PMR set to 0 or 1) albeit may trigger
additional spurious failovers not only does not degrade the performance, but counter-intuitively
often improve the application goodput.

Results of a set of experiments analyzing the influence of the PMR are presented in Fig. 4.9 in
terms of overall file transfer and corresponding failover latency. When examining the PMR parameter,
also the influence of the cwnd development in the instance when the failure occurred is evaluated,
taking into account three different cases for the slow-start phase (one third, two thirds and full
ssthresh value), two cases for the congestion avoidance phase (75% and full rwnd size) and two cases
for fast retransmission phase (during fast rtx of the first outstanding packet, and in fast recovery),
respectively. All mentioned cases are benchmarked with the transmission without failure.

PMR demonstrates clearly to be the most influencing factor in handover scenarios, if the handover
is triggered with a failover mechanism. Transmission time of a 16 MB file in a scenario without
loses takes about 13,4 seconds. In the rest of presented scenarios permanent failure on a primary
path happens early enough to have a considerable impact on the performance. Still, the default
PMR setting results in about six times longer transmission (78 seconds) than without failures, no
matter in which cwnd development stage the failure occurs. Obviously, most of that time (about
64 s) is wasted on the failover latency, due to unnecessary retransmission attempts on the path that
permanently went down. Only decreasing the PMR value to 0 or 1 can in practice challenge the
non-loss case, resulting in 14,7 and 16,7 second-long transmissions, and one and three second-long
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Figure 4.9: Influence of PMR parameter: (a) file transfer time; and, (b) failover latency.
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Figure 4.10: Influence of PMR and cwnd evolution in the moment when the failure occurred: (a) for
low PMR values; and, (b) for default PMR value.
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failover delays, respectively.
Failover latency, as a more important metric in terms of failover evaluation in a handover ap-

plication context, is presented in more detail Fig. 4.10. Since the impact of PMR factor is so strong
there is a need to examine each value separately, to catch also the influence of the cwnd size in
the moment of failure on the overall failover behavior. Here the results for the most interesting
cases are presented: PMR set to 0, 1, and the default 5, correspondingly. The SCTP failover mecha-
nism in all analyzed cases failed to provide handover latencies acceptable for real-time applications
that typically require latencies of less than 300 ms. This is not surprising, provided that SCTP was
configured here with a default value of RTOMin (1 second) that yields the lower bound for a failover
latency with low PMR settings (i.e, 0 or 1). This is a very important conclusion in terms of handover
application of the failover mechanism. PMR is the key parameter that must be reduced to the low
values, but simultaneously also the RTOMin must be adjusted accordingly in order to reflect the RTT
measurement and fit the mobility application requirements. Another important consideration is the
resiliency against spurious failovers. As it is shown in Section 4.3.2 to prevent sensitive applica-
tions the PMR can be reduced to 1 at most, what further limits the use of failover to a soft-real-time,
interactive applications that can cope with handover latencies not exceeding three seconds.

Finally, a few comments regarding the cwnd window size in the moment of failure. For the
default PMR setting, the instance when the failure happens is insignificant (variance in total trans-
mission time is below 0,5%). This trend is maintained for PMR set to one, but the variance is slightly
bigger (about 1%). If no retransmissions are allowed on the path that failed, there is a considerable
difference in failover latencies due to a different number of packets that need to be retransmitted
before sending new data.

RTOMin

As stated couple of times already, the RTOMin parameter introduces the lower bound for the RTO
value, absolutely unacceptable in its default shape for handover scenarios. Even if the PMR value is
adjusted for the handover requirements as discussed above, the RTOMin firmly prevents the use of
failover for any real time applications. Therefore, if the failover has to be used as a handover trigger-
ing mechanism the RTOMin has to be decreased, if not removed at all (resilience to spurious failovers)
to let the RTT measurements effectively govern the RTO settings (RTO value is set up upon the RTT
measurements). Problem of limitations introduced by the RTOMin has already been studied, and not
only in handover context. Apparently one of the first works devoted to SCTP in signaling scenar-
ios [Jungmaier et al., 2002] discussed adjustments to a very liberal, default SCTP parameter settings.
Jungmaier et al., apart from reducing PMR, proposed decreasing RTOMin to improve the effectiveness
of the failover mechanism. Yet an important conclusion, RTOMin should not be plunged below 2 · RTT
if spurious failovers has to be avoided. Decreasing RTOMin was further discussed in [Grinnemo and
Brunstrom, 2005], in signaling context as well. Grinnemo and Brunstrom conclude also in their
study that the default value of RTOMin is inadequate, and should be lowered. Accordingly, changes
to RTOinit and RTOMax parameters, should be considered too. However, modifications of these two
parameters are not usually mentioned in the handover context, first because removing RTOMin helps
avoiding big values of RTO anyway, second, it is reasonable to assume that the handover based on
failover happens at least one RTT measurement after association initialization, so the RTOinit is not
affecting the handover performance of failover.

Fig. 4.11 illustrates the influence of the RTOMin setting on a failover latency for a given PMR value.
Again, as for the PMR analysis, the same set of cwnd evolution cases is also considered. If no
retransmissions are allowed by the PMR (Fig. 4.11a), reducing the RTOMin value to the RTT level
(slightly above 100 ms) decreases significantly failover latency. Below this level, it is the current
RTT value of a given path and not the RTOMin that influences the failover latency. An interesting
finding in the examined scenario is the lack of the spurious failovers for the lowest PMR value.
However, spurious failovers are present for the second lowest PMR (Fig. 4.11b) for all three RTOMin
values that are below the RTT. Actually, the lowest RTOMin that produces stable performance for all
analyzed cwnd cases is the RTOMin set to 500 ms, being the lowest of the examined values that meets
the condition (> 2 · RTT) postulated by Jungmaier et al. [2002]. Therefore in handover context,
where low PMR values are envisaged, reducing RTOMin seems a clear choice, even at the expense of
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Figure 4.11: Influence of RTOMin parameter for failover latency: (a) for PMR = 0; and, (b) for PMR = 1.
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Figure 4.11: Influence of RTOMin parameter for failover latency: (c) for PMR = 4; and, (d) for default
PMR value.
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increasing possibility of spurious failovers. The gain produced from decreasing the RTOMin setting
is rather evident also for the biggest PMR values (Fig. 4.11c and Fig. 4.11d). With no risk of spurious
failovers the failover latency can be decreased to only 25% (in the best case) of the value for the
default PMR setting. Still, among all analyzed cwnd cases the RTOMin set to 500 ms is the lowest value
that guarantees stable improvement. Below that value two out of seven examined cwnd settings
resulted in unstable performance.

SACK delay

Following its ancestor TCP, SCTP has also the delayed SACK algorithm, designed in line with the
guidelines drawn by the RFC2581 [Paxon et al., 1999]. According to that document, resuming TCP
congestion control state of the art as for late 1990s, the SACKs should be generated at least every
second packet received and at most 500 ms from the arrival of the first unacknowledged packet
(so called SACK delay). SCTP specification suggests 200 ms SACK delay to report unacknowledged
data, leaving room for being more conservative, but not beyond the 500 ms TCP limit. On the
other hand there is no space within the protocol specification for more aggressive behavior. In
that sense study devoted to evaluate the influence of the SACK delay parameter on the failover
behavior in signaling transport [Eklund and Brunstrom, 2006] seems quite interesting. Eklund
and Brunstrom check the failover performance for SACK delay values below 200 ms and conclude
that indeed for managed signaling telephony networks having no SACK delay at all may improve
failover performance considering even the cost of introduced traffic overhead. However, in handover
context possible gain from decreasing SACK delay is rather uncertain, bearing in mind an extra
overhead traffic produced.

Presented set of experiments devoted to analyze the SACK delay parameter (Fig. 4.12) follows the
approach proposed by Eklund and Brunstrom, and takes into account all range of values from not
having the SACK delay at all, to the biggest value allowed by the protocol specification. Compared
to the default setting (200 ms) there is no significant gain for any of the two lowest PMR values, if the
SACK delay value is decreased or even removed at all. The same trend is followed for the default
PMR setting, the maximum gain reported did not exceed 2%. Therefore, the default value of 200 ms
can be clearly preserved, as not harming the protocol performance in the handover context.

HBInt

Another issue that has to be taken into account while discussing the use of failover for handover
scenarios is the heartbeat mechanism. Heartbeat chunks are periodically sent on the idle paths
regardless of the link status (whether is marked as ACTIVE or INACTIVE), within the HBperiod that
is calculated according to the formula (4.15). A tuned heartbeat mechanism may serve for faster
provisioning of the link state information to the endpoint and as a result induce the failover to a new
link. Heartbeat mechanism also prevents from switching to the paths that are already unavailable.

HBperiod = HBInt + (RTOdest ± 50%RTOdest jitter) (4.15)

The key parameter governing the heartbeat timer is the HBInt that for the default setting excludes
using heartbeat mechanism to probe highly variable wireless scenarios. In order to effectively use
the heartbeat mechanism in the handover scenarios the value of the HBInt should be decreased
significantly. However, this adjustment must be made carefully enough in order to avoid introduc-
ing too much overhead related to the heartbeat traffic. An example study [Kashihara et al., 2004]
shows design of an algorithm based on more frequent heartbeat probing of wireless links. In that
work Kashihara et al. also propose modifications to PMR settings and the error counting algorithm
of a standard SCTP in order to provide support for seamless handover using SCTP and the DAR
extension.

In this work the idea of modifying the HBInt parameter will be discussed with more details
during the design of a SCTP-based handover scheme with CMT support in Section 5.3.2.
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Figure 4.12: Influence of SACK delay parameter for failover latency: (a) for PMR = 0; and, (b) for
PMR = 1.
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Figure 4.12: Influence of SACK delay parameter for failover latency: (c) for PMR = 4; and, (d) for
default PMR value.
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Retransmission policy

Within current protocol specification [Stewart, 2007] there is a clear indication of the recommended
retransmission policy (Fast Rtx is handled at the same path and Timeout Rtx is sent to the alternate
path if the peer is multihomed - FRSameToRAlt) that determines the protocol behavior when a per-
manent failure occurs and therefore influences the handover latency if the basic failover mechanism
is used. However, to gain some insight on the retransmission policy issue it is necessary to men-
tion related work conducted by Caro [2005] that discusses pros and cons of various retransmission
policies and their impact on failover. In his work Caro reconfirms that the existing FRSameToRAlt
policy is the most universal one for various types of networks considered. On the same time Caro
recommends interesting extensions that are namely: Multiple FastRtx (MFR), Heartbeat after RTO
(HAR), and Time Stamp (TS). Especially the first extension used in combination with the current
policy results in significant improvements to the overall protocol performance and may have impact
on the SCTP performance in handover scenarios. However, as this issue is not directly related to
the handover process and still has not been reflected in the protocol specification, it will not be
discussed here in more details.

Recommended parameter settings

To conclude the presented discussion a revised version of SCTP parameter set is provided in Ta-
ble 4.3. Such indication serves as a road map for further failover evaluation.

4.3.2 Performance evaluation

Once the framework for SCTP parameters has been established, a detailed failover evaluation can
be given presenting a series of simulation experiments conducted in ns-2 [NS-2]. Presented simula-
tions introduce a dynamically changing wireless channel. In contrast to most performance analysis
published so far, such as [Caro, 2005], conditions established at the beginning of the simulation (i.e.,
bandwidth, latency and losses) are varying during the entire simulation instance. Such approach
helps to reflect better the variable nature of wireless channels.

Scenario description

Simulation setup for presented experiments reuses the symmetrical scenario topology presented
in Fig. 4.7. Also the same type of application is used, an FTP transfer of a 16 MB file from fixed
correspondent node to a mobile host. A novelty in presented evaluation is the dynamic channel
model illustrated in Fig. 4.13.

The dynamic channel model, first presented in [Budzisz et al., 2006a], aims at capturing the
progressive degradation of a radio network interface that finally leads to the link failure, when
a threshold value is exceeded. In the simplest approach, this behavior is achieved by means of
varying PER. The radio conditions move gradually from a steady state, where a minimum PER can
be satisfied, toward another steady state with a higher PER value beyond the threshold that makes
the channel blocked. Parameters describing dynamic channel model on the primary path are, T1,
time from transmission start when link starts the transition, and T2, transition time between two
steady states. The counterparts on the backup path, bearing in mind that the backup path becomes
available with time, are T3 and T4, respectively. The upper limit of the PER values in the channel is
set to PERmax; beyond this limit the channel becomes unavailable.

The analysis metrics will take into account the overall effectiveness (average file transfer time),
and stability of the transmission (average number of primary path changes). Each experiment
is repeated 10 times in order to obtain the average performance (corresponding 95% confidence
intervals were calculated to check the estimate of the underlying average, however in order to
improve the readability of the graphs these results are not included in the plots presented in this
chapter). To make the metrics more trustworthy an upper limit of the average transmission time was
set up at 900 seconds (about 68 times the value for the channel without errors). Had the transmission
not been completed within this time, the sample is discarded, and the average result is calculated
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Table 4.3: Recommended values of SCTP parameters in handover context

Parameter
name

Default
value

Recom-
mended
value

Comments

PMR 5 0-2 In handover scenarios PMR value must be decreased to
0 or 1, as reliability is not a dominant issue. The key
aspect is to decrease failover latency to the values ac-
ceptable for most of the applications. If inducing spu-
rious failovers is still a concern, some PMR protection is
recommended, with PMR = 2 as a recommended value.

RTOMin 1 s 0-200 ms To make the failover feasible for handover scenarios
1 s long lower bound for a failover latency must be re-
moved.RTOMin should be plunged below 200 ms or re-
moved at all if spurious failover resiliency is not an
issue. Recommended setting to protect sensitive appli-
cations: RTOMin > 2 · RTT.

SACK delay 200 ms 200 ms SACK delay parameter in its current shape is a compro-
mise between frequent feedback from the receiver (im-
plicit link probes) and SACK traffic overhead. Reason-
able compromise, based on all experience with TCP.
Default value should be preserved.

HBInt 30 s ¿ 30 s If heartbeat mechanism is used to probe a wireless link,
the HBInt value should be reduced drastically. If in-
formation about the link state is gathered from lower
layers there is no need to change the default value, al-
though more information about the link state is desir-
able.

Rtx
policy

FR: Same,
ToR: Alt.

path

FR: Same,
ToR: Alt.

path

Retransmission policy currently used in SCTP is the
most versatile approach. However it still can be im-
proved with MFR algorithm [Caro, 2005]. Here the de-
fault settings are preserved.

Table 4.4: Simulation parameters for failover evaluation

Parameter name Value / Range

Transition start time (T1, T3) 0,5-10 s
Transition period (T2, T4) 0-40 s
PER 0,1-10%
PER threshold (PERmax) 20%
Queue size 50 packets

PMR 0-5
HBInt 30 s
SACK delay 200 ms
Retransmission policy FR: Same, TO: Alt. path

MTU size 1500 Bytes
Payload size 1468 Bytes
Downloaded file size 16 MB
Maximum allowed transmission time 900 s
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Figure 4.13: Dynamic channel model.

on smaller population of samples. The summary of the most important simulation parameters is
presented in Table 4.4.

Reference scenarios

To provide a fair comparison for the presented analysis, a pair of reference scenarios will be consid-
ered. First reference scenario comprises of a static channel with a constant PER on each path (i.e.,
T1 = T3 → ∞), a typical scenario used in performance analysis presented in [Caro, 2005]. Fig. 4.14
presents the results in the reference scenario for different PER values, within the range 0-10%, and
also in function of the PMR parameter.

As seen in Fig. 4.14, for low PER values (PER < 1%) protocol performance is quite stable, whereas
for the biggest PER value tested (10%), the results obtained are at least, 20(!) times bigger (in the
best case, when PMR = 0) than transmission time in a channel without errors (average transmission
time about 13,4 s). This trend is also reflected in number of collected samples that can be taken
into account. For low PER values all ten samples are valid, for PER < 2% at least seven out of ten,
whereas for the biggest PER considered only for PMR = 0 the transmission completes in five out of
ten experiments. The rest of PMR settings for PER = 10% result in unending oscillations between
both paths, but the file transfer is never finished. That is why the upper limit of the transmission
time was set to 900 seconds, since if the transmission can not be completed within this time, it is
very likely that the association will shut down without completing the transfer. Also for that reason
beyond 900 seconds samples are not taken into account when calculating both metrics, average file
transfer time and number of primary path changes. Now, when considering the average number of
the primary path changes, for low PER rates file transmission is completed without any failover, if
PER = 2% or 5% some failovers may happen if the PMR value is decreased to 0, and for the biggest
PER the ping-pong effect can be observed. Interesting observation that setting PMR = 0 induces
spurious failovers but is the only way to complete the file transfer if both paths have the same huge
PER rate (PER = 10%). Summing all up, it is important to state that standard SCTP does not offer
any stable solution for high PER values (PER about 10%).

Second reference scenario for a failover benchmark contains a simple modification of previous
reference scenario: dynamic channel model is applied to the primary path only, the static channel
model on the backup path is preserved. Of course, such approach will result in shorter transmission
times and the number of primary path changes tending to one (once the change occurred the
transfer should be completed, following the first reference scenario), as shown in Fig. 4.15.
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Figure 4.14: SCTP failover performance in static channel conditions: (a) average transfer time; and,
(b) number of primary path changes.
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Figure 4.15: SCTP failover performance in a scenario with deteriorating primary path and static
channel conditions on the backup path: (a) average transfer time; and, (b) number of primary path
changes.
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Again, the most important tendency that can be observed in Fig. 4.15 is that for low PER rates
the standard SCTP failover mechanism performs stable, also if the default PMR value is decreased to
0 in order to achieve faster file transmission. The channel model used on the primary path forces
the failover, so that the transmission times from the first scenario can be challenged only if low
PMR settings are used. Not surprisingly, even for the lowest PER rate tested, setting PMR = 0 results
in 18 second long transmission, PMR = 2 yields already 31 s, but the default PMR beats them all with
87 s (most of that spent on a failover), almost seven times longer than the first reference scenario
(without failover). Further on, as the PER value increases to 2%, stable transmission is guaranteed
by the PMR value not lower than 1 (all ten samples for PMR = 0 were discarded), whereas for the
biggest tested PER rate (10%) PMR = 3 was the lowest value that allowed successful file transmission
in less than 900 seconds. Unlike the first scenario were for PER = 10% all cases but PMR = 0 resulted
in unending oscillations between two highly loss paths, having only one path active (the dynamic
channel model blocked the primary path after T1 + T2 from transmission start) led to successful
file transfer if there was enough retransmissions at the transport layer (PMR ≥ 3). As expected, in
such deterministic scenario only PMR = 0 could lead to increment of the number of average primary
path changes above one, still significantly limited by the PER influence PER < 2%. Concluding,
a clear trade-off between transmission time and stability can be drawn here. Comparing protocol
performance to the first reference scenario, the lower values of PMRare excluded, as unstable for
bigger PER values.

Results

Now, the proper part of the analysis can be started. The results obtained if the dynamic channel
model is applied on both paths will be compared with the reference scenarios. For this case, the
important point to expose is how the previously discussed results change, depending on when the
backup channel becomes available. As seen in Fig. 4.16, the trend for stable performances for low
PER rates, no matter how low is the PMR value, is maintained if dynamically changing channel
is applied on both paths. Should the PER value increase, a similar trend as for second reference
scenario is observed. Stable transmission threshold is set at PMR = 1 and at PMR = 3 for PER = 2%
and PER = 10%, respectively. The trade-off is paid with the transmission time that even for the
lowest PER value tested (PER = 0.1%) is at least four times longer(57 s) than in first reference
scenario. Interesting from stability point of view that for PER < 2% the transfer time not varies
much within three lowest values of the PMR.

Comparing to the first reference scenario, proposed channel model excludes low PMR settings
(i.e., PMR < 3), as unstable for the biggest PER values tested (PER > 5%). Yet as a result, the
number of primary changes is also reduced to one for all cases but PMR = 0, as can be seen at
Fig. 4.16, a similar trend as in second reference scenario. In contrast, for PMR = 0 presented scenario
allows more oscillations (on average 15-17 primary path changes for the three lowest PER rates),
as both paths have the dynamic channel model, and active status is maintained longer, but again
only within the low PER values. The number of collected samples is also comparable to the second
scenario, having at least seven out of ten probes for low PER values, and only four for the biggest
PER rate.

Influence of link-layer retransmissions

In noisy wireless environments, since SCTP preserves the TCP’s congestion control rules, it is ex-
posed to encounter a lot of non-congestion losses that can provoke unnecessary congestion window
reduction at the source. The most common solution to correct errors at the wireless link while
preserving the transport protocol end-to-end semantic is a combination of FEC (Forward Error
Correction) and ARQ (Automatic Repeat Request) [Chockalingam et al., 1999; Vacirca et al., 2006].
FEC consumes some extra bandwidth to transport the redundant information that helps recovering
errors, however does not interfere with transport layer parameters such as round-trip time and re-
transmission timeout. Since FEC is not the scope of this analysis, it is assumed that PER parameter
referred in the channel model already includes the effect of FEC corrections. On the other hand
ARQ, used to repeat the packets that FEC is unable to recover, does not consume much bandwidth,
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Figure 4.16: SCTP failover performance in a dynamic changing channel on each path: (a) average
transfer time; and, (b) number of primary path changes.
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Figure 4.17: Influence of ARQ on the SCTP failover performance - average file transfer time: (a) for
δ = 0; and, (b) for δ = 1.
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Figure 4.17: Influence of ARQ on the SCTP failover performance - average file transfer time: (c) for
δ = ∞.

but indeed may affect SCTP performance in terms of increasing and variable round-trip time (thus
decreasing the throughput) and interfering with timeout, while retransmitting corrupted packets.

Therefore, to extend the scope of presented analysis, the influence of the ARQ on the SCTP
failover performance will be evaluated, following the study [Budzisz et al., 2006b]. The key param-
eter here is the number of retransmissions allowed at the link-layer, called the persistence of the ARQ
(δ). Consequently, three different cases are considered:

• δ = 0 - no link-layer retransmissions allowed. All the impact of the fluctuating channel
conditions goes directly to the transport layer, reducing the available congestion window.

• Finite δ > 0 - channel with losses, shielded at the link-layer, with varying delay. Packet
transmission delay is affected by the number of retransmissions. Packet losses are still possible
if reaching a number of retransmissions equal to delta.

• δ = ∞ - channel without losses with varying delay. Long link-layer retransmissions may
provoke spurious retransmissions on the transport layer, or even timeouts.

First, in Fig. 4.17, the results for the three mentioned channel types are presented: channel not
shielded at the link layer (δ = 0), channel shielded with losses (δ = 1), and channel without losses
(δ = ∞), accordingly.

Following the TCP’s experience with noisy radio channels, channel not protected at the link layer
leads to weak SCTP performance as well, forcing transmission times 400-500 second-long (depend-
ing on PMR setting) for the highest 10% PER rate (well more than 30 times longer than in channel
without errors - 13,4 s), and about 55-120 s for the lowest PER rate investigated 0,1% (4-9 times big-
ger than error-free transmission, respectively). Introducing any shielding at the link layer improves
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significantly the overall SCTP performance, leading finally to a very stable and fast performance,
when many retransmissions are allowed. Here are the examples. With as little as one link-layer re-
transmission the transmission time is reduced below 20 seconds for all PER < 5%, and the number
of the collected samples increases to at least nine out of ten for all PER values tested. More, ideally
shielded channel has the transmission time for the biggest PER rate tested only 8% longer than the
transmission without losses (also no failover is forced), and of course, all ten samples collected.

Shielding on the link layer is also visible in terms of number of the primary path changes
presented in the Fig. 4.18. In a non-shielded wireless channel, when the entire impact of non-
congestion losses goes directly to the transport layer, PMR parameter plays the role of the stabilizing
factor. For PER < 2% it is possible to obtain fairly high throughput rates decreasing the PMR value
from the default 5 down to 1. PMR set to 0 even for low PER rates provokes ping-pong effect and
the gain in throughput is not that significant, as if compared to the PMR = 1. Further on, as the PER
value increases beyond 2%, only higher PMR values guarantee stable file transmission, however as it
was mentioned above the trade-off results in fairly long transmission time, because of exponential
back-off mechanism that triggers handover. Meanwhile, with low PMR values (PMR < 2) file transfer
cannot be completed within 900 seconds time in a non-shielded channel. For partially shielded
channel (δ = 1), also the lower PMR values can result in successful file transmission, even if the PER
achieves rates as high as 10%. That practically guarantees reliable and fast file transmission. As
for channel without losses (δ = ∞), all the impact of varying radio channel is handled on the link
layer, and therefore preventing from forcing any failover at the transport layer. Such policy however,
could result in spurious retransmissions or even timeouts for very noisy channels. Nevertheless,
in the analyzed case, the highest PER rate taken into account 10% (that corresponds to PER rates
varying between 10 and 20% in the proposed channel model) was not big enough to provoke that.

4.4 Conclusions

SCTP failover mechanism can be reused to grant handover support. The main goal of the analysis
presented in this chapter was to provide the quantitative response to that issue, as several doubts
were raised in beforehand. At least a pair of them is of merit. First, as it was rather evident the
most of the congestion control rules that were inherited from TCP had negative effect on SCTP
performance in wireless scenarios, in presence of non-congestion losses. Second concern was the
SCTP design goal that forced signaling tune-up of protocol parameters. However, once the appro-
priate adjustments were made, either by introducing FEC-ARQ shielding at the link-layer of the
wireless link or directly to the protocol parameters (see Tab. 4.3), the performance analysis could
give the response to the main question, whether SCTP failover mechanism is suitable for handover
provisioning or not. Experiments present clearly that even after tune-up of the most important
protocol parameters, namely PMR and RTOMin, SCTP failover mechanism is rather unsuitable for real-
time applications. On the other hand, non real-time applications have not ruled out completely
the SCTP failover mechanism. In fact, provided that few-second handover latencies are acceptable,
experiments suggest that the SCTP failover mechanism could indeed be used for these applications,
after necessary PMR and RTOMin parameter adjustments. Yet, as will become evident in the following
sections, there are still better ways of using SCTP for handover than using the failover mechanism.
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Figure 4.18: Influence of ARQ on the SCTP failover performance - average number of primary path
changes: (a) for δ = 0; and, (b) for δ = 1.
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Chapter 5

Improving handover with
transport-layer loadsharing

Transport-layer loadsharing is another application that extends the use of SCTP multihoming, relative
to what is defined within the standard protocol specification. If compared to loadsharing schemes
in other layers [Goff and Phatak, 2004], transport-layer loadsharing has a considerable potential to
improve protocol performance (in terms of overall throughput) and provide an useful solution from
the application point of view. The major challenge arising from simultaneous data transfer over
multiple paths is packet reordering at the receiver. This issue may deteriorate SCTP performance,
since congestion control algorithms in standard SCTP are derived from TCP, and hence do not work
well when reordering is common. Congestion control in standard SCTP is applied to the entire
association (i.e., as an inheritance from TCP, a unique TSN numeration is used for all destinations),
however separate sets of congestion control variables (cwnd, sstresh and partial bytes acked) are
kept for each of the destination addresses of a multihomed peer. Thus, to accomplish loadsharing
the SCTP send-buffer management and congestion control must be updated to take into account
the problems of sending data over multiple paths using a single sequence-number space, and the
consequences of sender-introduced reordering. So far, there is no commonly defined extension that
facilitates loadsharing for SCTP. Therefore, the most important proposals will be examined here
in detail. Then, the applicability of the most common solution (Concurrent Multipath Transfer) to
distribute data among two end-to-end paths of a mSCTP association during the handover transition
process will be evaluated. To that end, the design principles of a protocol extension that joins
Concurrent Multipath Transfer and mSCTP are given. The proposed new handover scheme is
benchmarked with pure mSCTP handover scheme, demonstrating its potential benefits: smoothing
the handover transition process, and improving the application’s overall throughput.

5.1 Related work on transport-layer loadsharing with SCTP

One of the first proposals for loadsharing with SCTP, called LS-SCTP has been brought up by Abd
El Al et al. [2004a,b]. LS-SCTP separates flow control, handled per association, from congestion
control that for loadsharing need to be handled per path. Therefore, Abd El Al et al. propose intro-
duction of two additional chunk types to carry data and related acknowledgment in LS-SCTP. Both
chunks are backward-compatible with corresponding standard SCTP chunks, the only difference
being the additional sequence numbers added to facilitate the loadsharing congestion control. The
proposed solution offers also a modified path monitoring mechanism, with more frequent heartbeat
probing, to avoid stalling the application on an inactive path. The additional per path numbering
introduced by LS-SCTP results in an unnecessary overhead as similar information can be inferred
from the sender state variables and SACK chunks in their standard shape. This is the approach of
another loadsharing proposal, called independent per path congestion control SCTP (IPCC-SCTP)
introduced by Ye et al. [2004]. IPCC-SCTP, instead of using explicit per path numbering (as in case
of LS-SCTP), provides local, per path mapping for each SCTP packet. This information is necessary
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only at the sender-side to control the congestion, thus sending of redundant information is avoided.
Thanks to this local mapping, IPCC-SCTP can govern congestion control, SACK processing, and re-
transmission handling on each path separately, instead of doing it for the entire association (when
using just TSN information) as in standard SCTP.

5.1.1 Concurrent multipath transfer

IPCC-SCTP’s implicit per path sequence numbering approach has been followed in the design of
the most common loadsharing scheme so far, Concurrent Multipath Transfer (CMT), fully described
in [Iyengar et al., 2006]. The idea of CMT was first introduced in [Iyengar et al., 2004a], however in
contrast to IPCC-SCTP, CMT has been further developed in the following years. To accommodate
CMT, Iyengar et al. propose a new sender architecture, where each path has a virtually separate
buffer to guarantee path independence. This modification preserves TCP-friendliness under the
assumption that the bottleneck is not shared by the paths.

Of course, such a multibuffer sender structure has its implications on congestion control, and
therefore several changes to standard SCTP must be considered. All algorithms cited here were
proposed and tested in fixed networks by Iyengar et al. [2006], and in their current shape will be
incorporated to wireless scenarios in the analysis presented in Section 5.2:

1. To handle congestion control per-path, not per association, a sender cwnd growth algorithm
(cwnd update for CMT - CUC) has been proposed. Thus, SACKs updating the CumTSN
received in-order per path and out-of-order per association increase the cwnd on that path.

2. Fast retransmission needs slight modification as reordering introduced on the sender side
can provoke unnecessary spurious fast retransmissions with cwnd implications. Elimination
of spurious fast retransmissions is handled by the Split Fast Retransmit (SFR) algorithm that
takes into account not only SACK information, but also transmission destination for each
TSN when triggering the retransmission to a given path. The missing report counter is
increased only at the destination where considered TSN was sent.

3. The CMT receiver should not send immediate SACKs irrespectively of whether arriving
packet has been received in order or not, as networks may be vulnerable for the increased
ACK traffic. As the SCTP receiver does not distinguish loss from reordering introduced by
a CMT sender, therefore to correctly infer losses at the sender, an algorithm called Delayed
ACK for CMT (DAC) was applied. On the receiver side, DAC algorithm adds to SACK
information about the number of data PDUs received since the last SACK was sent (a flag
in chunk header indicates either one or two PDUs received). This information is processed
on the sender side, to indicate the SFR algorithm by how many the missing report counter
should be increased.

4. CMT requires an appropriate policy to handle retransmissions. This topic has been inves-
tigated in more detail in [Iyengar et al., 2004b], with five retransmission policies being pro-
posed:

(a) RtxSame - send retransmission to the same path,
(b) RtxAsAp - send retransmission to any destination that has cwnd space available,
(c) RtxCwnd - path with the highest cwnd is chosen,
(d) RtxSsthresh - path with the highest ssthresh is chosen,
(e) RtxLossRate - path with the lowest loss rate is chosen; loss rate of each path is known

in advance.
According to Iyengar et al. [2004b], the best results for bulk applications were achieved by
the loss rate-based policies, i.e. the policies that either try to estimate the loss rate of each
path, namely RtxCwnd and RtxSsthresh, or know the loss rate in advance (RtxLossRate).
Following this conclusion, and taking into account that cwnd reacts faster than ssthresh to
change of the link conditions, the RtxCwnd policy (path with the highest cwnd handles the
retransmission), has been chosen to be used in the experiments presented in this work.

Despite of an extense work spent on its development, CMT can provoke the following problems,
which relevance should be assessed when considering handover scenarios:

1. Receiver buffer (rbuf) blocking (receiver buffer is filled with out-of-order data) caused by
complete or short-term failures. This problem has already been tackled by Iyengar et al.
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[2005, 2007] who focused in their work on wired-only scenarios. A solution that partially
mitigates receiver buffer blocking, called CMT Potentially Failed (CMT-PF) has been pro-
posed in [Natarajan et al., 2009, 2006]. CMT-PF marks the path that has experienced a failure
(single timeout) as potentially failed, and stops transmitting data on such a path, until a
positive heartbeat probe is returned. In case the PMR threshold was exceeded (with PMR + 1
consecutive failures) the path is marked as inactive (same as in standard SCTP). The PF state
prevents the PMR parameter settings from degrading the throughput performance during fail-
ure scenarios, as the exponential backoff mechanism clocks only the HB packets. CMT-PF
proposal is dedicated to lossy scenarios, e.g. wireless networks, thus making feasible the idea
of applying CMT to improve transport-layer handover.

2. An ambiguity at the sender for the SACKs with the same CumTSN that acknowledge various
Gap ACK blocks: first more Gap ACK blocks are acked on the faster path followed then by
a packet with fewer Gap ACK blocks received on the slower path. This can lead to an
unnecessary retransmission in case the difference between paths’ bandwidth is high.

3. Incorrect RTT estimate on a slower path that comes from the ambiguity of the SACK received
on the faster path that also acknowledges the packet marked for a RTT estimation on the
slower path.

5.1.2 Scheduling algorithms

Additionally, loadsharing support can be complemented with source scheduling algorithm. A
source scheduling algorithm picks the optimal path for transporting a DATA chunk, estimating
which of the available paths is most likely to deliver (deliver first) the DATA to the receiver. An
estimate takes into account current path conditions, e.g., number of outstanding chunks, available
bandwidth, etc. The work by Casetti et al. [2004] provides an initial idea for load balancing based
on a bandwidth-aware source scheduling extension to SCTP. Casetti et al. suggest sending back-to-
back a pair of heartbeat packets to estimate the available bandwidth, and picking the fastest path to
transmit data, as the simplest approach named Sender-Based Packet-Pair (SBPP) SCTP. This idea is
further developed with a design of Westwood-like SCTP (W-SCTP) proposed by Fiore and Casetti
[2005]; Fiore et al. [2007]. Apart from introducing a multibuffer structure and per-path congestion
control, modifications similar to these described for CMT, Fiore and Casetti employ a packet sched-
uler that maximizes the chance that packets sent on paths with different bandwidths will arrive in
order at the receiver, thus minimizing the receiver buffer blocking problem. The bandwidth esti-
mation is made in a Westwood-like manner, giving the name for the proposed scheme. Moreover,
an explicit advance acknowledgment algorithm and a minimum bandwidth estimate threshold are
provided to increase the robustness of the presented approach. An exhaustive comparison of both
approaches (SBPP and W-SCTP) based on emulation results is provided by Perotto et al. [2007].
W-SCTP is also used together with the PR-SCTP extension (the entire scheme is named W-SCTP-
PR) to provide support for real-time applications, as presented in [Fiore and Casetti, 2005]. Further
studies on multimedia traffic have been conducted by Rossi et al. [2006]. The use of load balancing
to support the needs of video applications has also been evaluated by Abd El Al et al. [2007].

5.1.3 Taxonomy

To complement the review of the related work on transport layer loadsharing with SCTP, Fig 5.1
presents distribution of the loadsharing-related research over the dimensions of the taxonomy in-
troduced by Budzisz et al. [2008], described already in more details in this work in Section 3.2.1.
What possibly differs loadsharing from the other two analyzed uses of multihoming (i.e., originally
considered robustness and transport layer mobility) is the variety of possible applications (contri-
bution is witnessed in each category but Other applications, with the most important application
being bulk transfer) and considerable versatility of analyzed network scenarios (more or less equally
distributed between categories of wired and wireless domain). Again, simulation proves to be the
most common study approach, whereas articles based on the emulation results are the second main
group, with a considerably lower share.
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Figure 5.1: Scatter plot of all loadsharing-related articles.

5.2 CMT to improve transport layer mobility: the mSCTP-CMT
scheme

The CMT-PF proposal is dedicated to lossy scenarios, although not particularly designed with wire-
less networks in mind, thus making feasible the idea of applying CMT to improve transport-layer
handover. Using loadsharing in such context was originally proposed by Goff and Phatak [2004].
Goff and Phatak in the initial experiments use the multistreaming feature to facilitate loadsharing
(for ease of the practical implementation), so that each stream is handled on a separate path. As a
continuation of these works, Huang and Tsai [2007] present the design of a complete transport-layer
mobility scheme that takes into account loadsharing as a possible enhancement. In this section a
framework for using mSCTP-CMT scheme, which includes CMT-PF, but herein will be referred
to as mSCTP-CMT, is initially explained, followed by the description of the evaluating approach,
theoretical analysis and performance evaluation by means of simulations.

5.2.1 Scenario description

Fig. 5.2 shows a general handover scenario in heterogeneous wireless networks, where a MN is
traversing one particular radio access network (RAN #1) coverage area towards the coverage area
of a neighboring RAN #2. The RANs have an overlap area, i.e., an area where both RANs provide
coverage. It is assumed that the MN is capable of handling transmissions on multiple links simul-
taneously. This assumption is fairly reasonable, as in the near future, nearly all mobile multimedia
devices will be equipped with multiple network interfaces, despite the current power consump-
tion constraints. Consequently, once an MN enters the overlap area, multiple links are physically
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Figure 5.2: Proposed CMT scenario.

available for simultaneous data transmission.
It is further assumed that the different paths do not share bottlenecks, i.e., the radio link of each

path is the bottleneck. This is a coherent supposition taking into account the mixed wired-wireless
topology of the envisaged scenarios, and as it was explained in Section 5.1.1, it is vitally important
for the use of CMT. As a consequence, the bottlenecks on each path are independent and a sender
can consider a per-path congestion approach, while still preserving overall TCP-friendliness.

Now focusing on the proposed mSCTP-CMT handover scheme, this work considers one direc-
tional bulk data flow from a CN to the MN. As presented in Fig. 5.3, a MN configured initially with
IP1 address before entering an overlap area is using the mSCTP protocol to transfer data on a single
link. When the MN enters the overlap area, the coverage of RAN #2 is discovered. To get the new
link operational, the MN undergoes the correspondent network registration procedure. Both the
network discovery process and registration procedure details [Honda et al., 2007] are outside the
scope of this work. As soon as the network address IP2 in RAN #2 is operational, the CN must be
informed about the new destination (by means of ASCONF chunk), and has to verify its availability
(sending HB chunk). Once the new destination is confirmed, the IP2 address is considered available
for normal data transfer. At this point, CMT can be exploited while having two paths available.
Finally, when the MN leaves the overlap area, it is necessary to: (1) quit CMT mode, (2) handle any
retransmissions of packets that were in flight on the link that just went down, and (3) perform all
necessary congestion adjustments on the current path for the once again single-homed MN.

The main goal of this work is to evaluate whether is possible to apply CMT in the presented
handover scenario, what gains can be achieved, and in which situations, if any, might the use of
CMT degrade service. To this end, the described mSCTP-CMT handover scheme will be compared
to two benchmark schemes:

• a handover based on the optimized failover mechanism of standard SCTP, as illustrated in
Fig. 3.18c. To optimize for handover scenarios, standard SCTP’s failover mechanism was
tailored with low PMR settings and the RTOMin limitation was removed, as described in Sec-
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Figure 5.3: mSCTP-CMT handover scheme.

tion 4.3.1 and in [Budzisz et al., 2008]. Again it should be reminded that the usage of SCTP’s
failover mechanism to trigger primary path change impedes sending data while switching the
paths.

• a handover based on mSCTP, as illustrated in Fig. 3.18. As briefly mentioned in Section 3.3.2,
an important challenge for mSCTP is to provide an appropriate handover policy, and in par-
ticular, to optimally select the instant when the ASCONF chunk with Set Primary parameter
should be sent. Here two ideal schemes reflecting a range of possible adjustments to the en-
visaged scenario are provided: (1) the best case (Fig. 3.18a), a policy resulting in MN staying in
the better quality RAN (in terms of bandwidth, propagation delay or both) as long as possible,
and (2) a worst case (Fig. 3.18b) keeping the MN in the poorer quality RAN for the maximum
duration (e.g., as a result of a policy based on the cost of the link utilization).

Lastly, two important parameters to evaluate mSCTP-CMT performance are named:

1. dwelling time (tdwell), defined already in this work in Section 3.3.2, as the effective time (both
destinations are available at the transport layer) a MN remains in the overlap area, i.e., in-
cluding transport-layer signaling, before transfer of DATA chunks can be started. Dwelling
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Table 5.1: Basic simulation parameters

Parameter name Value / Range

Wired part (each path) bandwidth: 100 Mbps
one-way propagation delay: 5 ms

(modified in advanced analysis, Section 5.2.4)
fast RAN bandwidth: (bwratio× 384) kbps

one-way propagation delay: 15 ms
slow RAN bandwidth: 384 kbps

one-way propagation delay: 80 ms
scenario pattern RAN #1: fast RAN

RAN #2: slow RAN
(modified in advanced analysis, Section 5.2.4)

bwratio 1-14
dwelling time
(in function of bw ratio)

bwratio = 1-2: 2-80 s
bwratio = 3-4: 2-40 s
bwratio = 6-8: 2-20 s
bwratio ≥ 10: 2-10 s

rbuf size 16-256 kB
(ideal buffer up to 2 MB)

RTOMin 50 ms
PMR Optimized failover, mSCTP: 1

CMT: 5
SACK delay 200 ms
Retransmission policies mSCTP FastRtx: Same path

mSCTP TimeoutRtx: Alternate path
CMTRtx: path with largest cwnd

MTU size / Data payload 1500 / 1468 Bytes
File size 8 MB (5778 DATA chunks)

time is affected by the speed of the MN, as well as its movement pattern, and therefore may
be crucial for using CMT. Depending on the scenario considered, tdwell can vary in practice
from a few seconds for fast MNs going across the overlap area to tenths of seconds for slow
MNs traversing the overlap area.

2. bandwidth ratio (bwratio), defined as a ratio of the bandwidths available in the neighboring
RANs (in this work always the faster bandwidth is related to the slower one, so the bwratio ≥
1). bwratio reflects the asymmetry of a handover scenario.

To study the feasibility of mSCTP-CMT for transport-layer handover, a series of simulation ex-
periments in ns-2 (ver. 2.32) [NS-2] was conducted, adjusting an existing CMT-PF implementation
to work with heterogeneous wireless environments (refer Appendix A.2.1). The most important
simulation parameters in their basic configuration for various experiments performed in the sce-
nario under test (Fig. 5.2) are presented in Table 5.1. More detailed specification of the parameters
specific to a particular test is provided with each set of the experiments. However, before looking for
the simulation results of the mSCTP-CMT in such a defined handover scenario, the maximum pos-
sible gain that can be achieved will be estimated, and related to mentioned mSCTP-based handover
schemes.

5.2.2 Analytical model

The proposed scenario under test (Fig. 5.2) considers the following basic mobility pattern: (1) first
the MN moves within the coverage area of RAN #1 (faster of the two), (2) after t1 from the trans-
mission start, the MN enters the overlap area where there is a possibility of applying CMT scheme
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during tdwell , and finally (3) MN leaves the overlap area and remains in RAN #2 (slower RAN),
where again only one path is available for data transmission. Then, the minimum time necessary
to transmit a file of size L (given that L is large enough, so that the transmission is not completed
before leaving the overlap area) depends on the available bandwidth that the MN can achieve in
each of the discussed regions. Hence:

T =
3

∑
i=1

ti =
3

∑
i=1

Li
bwi

=
L1

bw1
+

Loverlap

bwoverlap
+

L2

bw2
(5.1)

As can be easily seen from formula (5.1) the main factor differentiating the performance of all
discussed handover schemes is the bandwidth available in the overlap area (bwoverlap). If CMT is
applied in the analyzed scenario with two paths available for using CMT during the tdwell , the
bwoverlap can be estimated as:

bwoverlap ≤ bw1 + bw2 (5.2)

The maximum gain in terms of file transfer time reduction will be produced when the bwoverlap
would be equal to the sum of the values of each link bandwidth, bw1 and bw2, respectively. There-
fore, theoretically the minimum time necessary to transmit the entire file of size L when CMT is
applied in the overlap area is:

Tcmt th = t1 + tdwell +
L− t1 · bw1 − tdwell · (bw1 + bw2)

bw2

leading to:

Tcmt th = t1 +
L

bw2
− (t1 + tdwell) · bwratio (5.3)

For mSCTP-based handover schemes the handover policy will influence the value of bwoverlap,
changing its value from min (bw1, bw2) (bandwidth of the slower of the two RANs) in the worst
case to max (bw1, bw2) in the best case, during the time the MN stays in the overlap area (tdwell).
Therefore, corresponding file transfer times are,

for the mSCTP worst case:

Tmsctp worst = t1 +
L

bw2
− t1 · bwratio (5.4)

and for the mSCTP best case:

Tmsctp best = t1 + tdwell +
L

bw2
− (t1 + tdwell) · bwratio (5.5)

Finally, the maximum theoretical gain of mSCTP-CMT over mSCTP schemes (∆T) in terms of
file transfer time reduction can be expressed as:

∆T ∈ [∆min, ∆max] =[
Tmsctp best − Tcmt th, Tmsctp worst − Tcmt th

]

∆T ∈ [tdwell , tdwell · bwratio] (5.6)

Moreover, equation (5.3) expressing the best theoretical time for the mSCTP-CMT handover
scheme will be used to benchmark the results obtained in the simulations.

5.2.3 Basic performance evaluation

A basic analysis will examine not only (1) the possible gain that can be achieved using mSCTP-
CMT handover scheme, as presented in [Budzisz, Ferrús, Casadevall, and Amer, 2009], but also
(2) the potential of smoothing the transition process, as well as (3) the influence of dedicated CMT
retransmission policies.
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Figure 5.4: Performance comparison of all SCTP versions for bwratio = 4, and tdwell = 40 s: (a) entire
file transfer.

TSN-time evolution

Fig. 5.4 presents a performance comparison in terms of TSN-time evolution diagram for all SCTP
protocol versions described in Section 5.2.1, namely: (1) optimized failover, (2) mSCTP-based solu-
tion (both best and worst case), and (3) the mSCTP-CMT scheme (with two different values of rbuf
size, 32 kB and 512 kB, to illustrate receiver buffer blocking problem). Additionally, obtained results
are related to a single link SCTP performance (i.e., considering a hypothetical case where faster of
the two RANs is available for the complete file transfer). As can be seen in Fig. 5.4b, the overlap
area (2-42 s in the time scale) is the zone of special interest, witnessing different slope values for the
presented SCTP flavors. Nearly all possible mSCTP-CMT gain over pure mSCTP-based handover
schemes will be produced here, if strict constraints on rbuf size are met. The range for possible
mSCTP-CMT performance gain is significant, from being much worse than the best mSCTP policy
(almost as bad as the worst one) in presence of rbuf blocking, to gaining over the best mSCTP policy
(as well as failover-based scheme and faster of the two links) for an appropriate rbuf size adjust-
ment. Still in any of the considered cases mSCTP-CMT did not perform any worse than the worst
mSCTP policy. In an effort to identify the application area for mSCTP-CMT, all important factors
such as, tdwell , bwratio and rbuf size will be analyzed now in more detail.

Dwelling time

As seen in dwelling time graph (Fig. 5.5), users with short tdwell would have no significant gain
from using mSCTP-CMT when compared to mSCTP-based schemes in any of the presented cases.
In contrast, having long tdwell can effectively benefit from mSCTP-CMT. This conclusion follows
the results of theoretical analysis from Section 5.2.2, and so do the respective gains of mSCTP-
CMT over both extreme cases of mSCTP (correspondent gains are marked at each graphics). For
bwratio = 2 the supposition made in the theoretical analysis that the file is large enough, so that the
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Figure 5.5: Comparison in function of dwelling time for: (a) bwratio = 2; and, (b) bwratio = 4.



94 CHAPTER 5. IMPROVING HANDOVER WITH TRANSPORT-LAYER LOADSHARING

2 4 6 8 10 12 14 16 18 20
40

60

80

100

120

140

160

180

dwelling time [s]

F
ile

 tr
an

sf
er

 ti
m

e 
[s

]

bwratio = 6

 

 

mSCTP−CMT with rbuf 32kB

mSCTP−CMT with rbuf 128kB

mSCTP−CMT with ideal rbuf

mSCTP best case

mSCTP worst case

analytical model mSCTP−CMT

∆max

∆min

(c)

2 4 6 8 10 12 14 16 18 20
0

20

40

60

80

100

120

140

160

180

dwelling time [s]

F
ile

 tr
an

sf
er

 ti
m

e 
[s

]

bwratio = 8

 

 

mSCTP−CMT with rbuf 32kB

mSCTP−CMT with rbuf 128kB

mSCTP−CMT with ideal rbuf

mSCTP best case

mSCTP worst case

analytical model mSCTP−CMT

∆max

∆min

(d)

Figure 5.5: Comparison in function of dwelling time for: (c) bwratio = 6; and, (d) bwratio = 8.
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Figure 5.6: Rbuf size constraints for: (a) short (10s) dwelling time.

transmission is not completed before leaving the overlap area is meet in all cases but for tdwell = 80 s,
where formula (5.3) has to be modified accordingly. It is important to stress that again the impact
of rbuf blocking can be witnessed. Within the tested scenario mSCTP-CMT was not capable of
outperforming the best mSCTP case for a rbuf not exceeding 256 kB. Having an ideal rbuf (i.e., large
enough to avoid rbuf blocking) led to nearly optimal performance marked by the theoretical trend
based upon equation (5.3).

Receiver buffer blocking

To better understand the receiver buffer blocking problem, in Fig. 5.6, the following metrics are pro-
vided: the smallest rbuf size that guarantees mSCTP-CMT outperforms mSCTP in terms of overall
file transfer, for worst and best policy accordingly, as well as the smallest rbuf size without the rbuf
blocking problem at all. The result is clear, not much asymmetry between two paths is allowed.
Assuming a 256 kB limitation on rbuf memory at MN is reasonable nowadays, only a bwratio ≤ 2
makes the application of mSCTP-CMT feasible, if the design concern is not having rbuf block-
ing at all. Less conservatively, if improvement over the mSCTP best case is the sole design goal,
mSCTP-CMT scope of use extends to bwratio ≤ 4, a value that would correspond, for instance, to
a handover from WLAN to UMTS. Within the outlined limits, mSCTP-CMT can shorten consider-
ably the file transfer, allowing to exploit the availability of multiple links during the entire dwelling
time. Beyond these limits, the difference between both links makes the application of mSCTP-CMT
pointless.

Smoothing the transition process

A potential gain from using CMT is not only related to the fact of simultaneous data transmission
while the MN stays in the overlap area. The improvement offered by the mSCTP-CMT scheme can
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Figure 5.6: Rbuf size constraints for: (b) optimal (longest possible, see Table 5.1); and, (c) long (40s)
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be also witnessed during the transition process, as shown in Fig. 5.7. In the presented example, the
overlap area ends around 42 s, when the IP1 link fails. Both failover- and mSCTP-based schemes, as
soon as the failure is encountered, switch the paths and start to transmit data on the new address
from the cwnd.init value in the slow start phase. Meanwhile, mSCTP-CMT quits the CMT, and
switches back to a transmission on a single link using the current value of the cwnd on the IP2
link. This uninterrupted transmission of mSCTP-CMT, called here a smooth transition, results in the
overall file transfer gain over both failover- and mSCTP-based scheme during the time spent by the
latter on: first (1) retransmission of the packets lost because of the IP1 failure, and then (2) increasing
of a cwnd to the value of that of mSCTP-CMT scheme in the moment of failure. In the example
shown in Fig. 5.7 it takes about 6-7 s for failover- and mSCTP-based scheme to recover the value of
cwnd to the level of that of mSCTP-CMT at the moment the IP1 link went down. During this time
mSCTP-CMT scheme has the cwnd value already adjusted to the current network conditions and
therefore can sent more packets that the other two discussed schemes.

Influence of the retransmission policy

Out of five different retransmission policies designed to be used with CMT by Iyengar et al. [2006]
that were described in this work in Section 5.1.1, the policy RtxCwnd, recommended in [Iyengar
et al., 2004b] as the most appropriate for the bulk transfer has been chosen to perform experiments
evaluating the behavior of mSCTP-CMT scheme. Fig. 5.8 illustrates how the CMT retransmission
policy can affect the gain obtained from the simultaneous use of all available links. For a scenario
with little asymmetry (bwratio = 2), such as the one presented in Fig. 5.8a, handling retransmissions
on the path that has the biggest value of cwnd leads to a spurious timeout caused by the loss
of packet being currently fast retransmitted. Consequently, one of the links is brought down to
one MTU and has to start again in the slow start phase. A sample tracing of such a behavior is
given below. In contrast, in the scenario with higher bandwidth asymmetry (bwratio = 4), shown
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Figure 5.8: Influence of the retransmission policy RtxCwnd on the mSCTP-CMT behavior: (a) spu-
rious timeout retransmission; and, (b) additional gain.
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in Fig. 5.8b, the proposed retransmission policy results in better performance when mSCTP-CMT
is compared to the failover- or mSCTP-based scheme (both handle fast retransmission on the same
path where it occurred). With mSCTP-CMT using RtxCwnd policy, the faster path can start new
data transmission without needing to wait until the retransmission ends on the slower path.

Occurrence of spurious timeout retransmissions in function of retransmission policy applied to
CMT has already been investigated in more detail by Iyengar et al. [2006]. As shown in the example
provided here, the choice of the loss-based policy aiming to pick the path with the lowest estimated
loss rate, and thus minimize the probability of a spurious failover, does not guarantee avoiding
completely this type of events. An open question, left for the future research, is further evaluation
whether relying on the cwnd value to select the path for the retransmission is the most appropriate
approach in the handover scenarios.

Tracing for mSCTP-CMT with RtxCwnd policy leading to a spurious timeout

Sample of simplified ns-2 tracing provided here has the following format in the subsequent fields:
1 - event: pkt enqueued (+), dequeued (-), received (r) or dropped (d); 2 - time; 3 - source node id
(CN: 1,2; intermediate router: 6,7; MN: 4,5); 4 - destination node id (node 4 has address IP1, and
node 5 has address IP2); 5 - protocol name (sctp); 6 - packets size; 7 - chunk type: DATA (——-D),
SACK (——-S), HB (——-H) and HB-ACK (——-B); 8 - TSN; 9 - packet id; 10 - stream id (SID); 11 -
stream sequence number (SSN).

Explanation of the symbols additionally used in the provided tracing example: saddr - source
address; daddr - destination address; pba - partial bytes acked; out - number of outstanding bytes
on a given destination; peerRwnd - peer rwnd size; rto - RTO value.

Comments (in italics) are marked in-line.

packet is initially lost at daddr: 5 (node ids for this path: 2-7-5)

+ 18.475849 7 5 sctp 1500 -------D 1690 2497 0 1689
d 18.475849 7 5 sctp 1500 -------D 1690 2497 0 1689
saddr: 2 daddr: 5 cwnd: 79248 pba: 216 out: 77804 ssthresh: 65536
peerRwnd: 289408 rto: 3.134
...

drop detection:

r 18.502478 7 2 sctp 168 -------S 1527 2488 65535 65535
r 18.564978 7 2 sctp 168 -------S 1534 2498 65535 65535
r 18.627478 7 2 sctp 168 -------S 1540 2507 65535 65535
r 18.689978 7 2 sctp 168 -------S 1546 2516 65535 65535
...
r 20.002395 7 2 sctp 164 -------S 1674 2707 65535 65535
r 20.064895 7 2 sctp 164 -------S 1680 2716 65535 65535
r 20.127395 7 2 sctp 164 -------S 1686 2725 65535 65535
...
r 20.158188 6 1 sctp 168 -------S 1689 2736 65535 65535
r 20.189978 7 2 sctp 168 -------S 1689 2734 65535 65535
r 20.205104 6 1 sctp 172 -------S 1689 2745 65535 65535
r 20.220688 6 1 sctp 168 -------S 1689 2746 65535 65535

3 Dup Gap ACK reports on the same path, reduce cwnd to half at daddr: 5

(start fast rtx, fast recovery exit point: 1855)

time: 20.22069 saddr: 1 daddr: 4 cwnd: 66782
time: 20.22069 saddr: 2 daddr: 5 cwnd: 40358

FAST RTX to daddr: 4 is triggered (node ids for this path: 1-6-4):

time: 20.22069 saddr: 1 daddr: 4 RTX TSN: 1690
time: 20.22069 saddr: 1 daddr: 4 cwnd: 66782 pba: 60404 out: 66060
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ssthresh: 38890 peerRwnd: 276196 rto: 0.922
+ 20.220688 1 6 sctp 1500 -------D 1690 2751 0 1689
- 20.220688 1 6 sctp 1500 -------D 1690 2751 0 1689
r 20.225808 1 6 sctp 1500 -------D 1690 2751 0 1689
+ 20.225808 6 4 sctp 1500 -------D 1690 2751 0 1689
- 20.887049 6 4 sctp 1500 -------D 1690 2751 0 1689
r 20.917674 6 4 sctp 1500 -------D 1690 2751 0 1689
+ 20.933299 4 6 sctp 164 -------S 1772 2831 65535 65535
r 20.955021 6 1 sctp 164 -------S 1772 2831 65535 65535
FAST RTX completed successfully before timeout

meanwhile another packet on the slower link is dropped:

+ 20.158188 2 7 sctp 1500 -------D 1855 2743 0 1854
- 20.158188 2 7 sctp 1500 -------D 1855 2743 0 1854
r 20.163308 2 7 sctp 1500 -------D 1855 2743 0 1854
+ 20.163308 7 5 sctp 1500 -------D 1855 2743 0 1854
d 20.163308 7 5 sctp 1500 -------D 1855 2743 0 1854
saddr: 2 daddr: 5 cwnd: 80716 pba: 240 out: 79272 ssthresh: 65536
peerRwnd: 287940 rto: 2.936

drop detection:

r 21.844638 6 1 sctp 68 -------S 0 1854 2959 65535 65535
r 21.875387 7 2 sctp 68 -------S 0 1854 2957 65535 65535
r 21.891513 6 1 sctp 68 -------S 0 1854 2967 65535 65535
r 21.907138 6 1 sctp 68 -------S 0 1854 2968 65535 65535
3 Dup Gap ACK reports on the same path, do not reduce cwnd at daddr: 5

(still in fast recovery)

time: 21.90714 saddr: 1 daddr: 4 cwnd: 71186
time: 21.90714 saddr: 2 daddr: 5 cwnd: 43294

FAST RTX triggered:

time: 21.90714 saddr: 1 daddr: 4 RTX TSN: 1855
time: 21.90714 saddr: 1 daddr: 4 cwnd: 71186 pba: 14198 out: 71932
ssthresh: 38890 peerRwnd: 312896 rto: 0.777
+ 21.907138 1 6 sctp 1500 -------D 1855 2973 0 1854
- 21.907138 1 6 sctp 1500 -------D 1855 2973 0 1854
r 21.912258 1 6 sctp 1500 -------D 1855 2973 0 1854
+ 21.912258 6 4 sctp 1500 -------D 1855 2973 0 1854
- 22.621424 6 4 sctp 1500 -------D 1855 2973 0 1854
r 22.652049 6 4 sctp 1500 -------D 1855 2973 0 1854
+ 22.683299 4 6 sctp 64 -------S 1989 3087 65535 65535
- 22.683299 4 6 sctp 64 -------S 1989 3087 65535 65535
r 22.698966 4 6 sctp 64 -------S 1989 3087 65535 65535
+ 22.698966 6 1 sctp 64 -------S 1989 3087 65535 65535
- 22.698966 6 1 sctp 64 -------S 1989 3087 65535 65535
r 22.703971 6 1 sctp 64 -------S 1989 3087 65535 65535
FAST RTX completed successfully but after timeout expiration!!!

Timeout expires on daddr: 4

time: 22.68463 saddr: 1 sport: 0 daddr: 4 dport: 0 DataTimeout,
peerRwnd: 199860 rto: 0.913
+ 22.684631 1 6 sctp 56 -------H -1 3089 65535 65535
- 22.684631 1 6 sctp 56 -------H -1 3089 65535 65535
r 22.689635 1 6 sctp 56 -------H -1 3089 65535 65535
+ 22.689635 6 4 sctp 56 -------H -1 3089 65535 65535
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- 23.402674 6 4 sctp 56 -------H -1 3089 65535 65535
r 23.418257 6 4 sctp 56 -------H -1 3089 65535 65535
+ 23.418257 4 6 sctp 56 -------B -1 3170 65535 65535
- 23.418257 4 6 sctp 56 -------B -1 3170 65535 65535
r 23.433841 4 6 sctp 56 -------B -1 3170 65535 65535
+ 23.433841 6 1 sctp 56 -------B -1 3170 65535 65535
- 23.433841 6 1 sctp 56 -------B -1 3170 65535 65535
r 23.438845 6 1 sctp 56 -------B -1 3170 65535 65535

Timeout RTX triggered:

time: 22.68463 saddr: 2 daddr: 5 RTX TSN: 1855
time: 22.68463 saddr: 2 daddr: 5 cwnd: 44762 pba: 24980 out: 45508
ssthresh: 40358 peerRwnd: 199860 rto: 2.965
+ 22.684631 2 7 sctp 1500 -------D 1855 3088 0 1854
- 22.684631 2 7 sctp 1500 -------D 1855 3088 0 1854
r 22.689751 2 7 sctp 1500 -------D 1855 3088 0 1854
+ 22.689751 7 5 sctp 1500 -------D 1855 3088 0 1854
- 23.521465 7 5 sctp 1500 -------D 1855 3088 0 1854
r 23.632715 7 5 sctp 1500 -------D 1855 3088 0 1854
+ 23.632715 5 7 sctp 72 -------S 2076 3196 65535 65535
- 23.632715 5 7 sctp 72 -------S 2076 3196 65535 65535
r 23.714215 5 7 sctp 72 -------S 2076 3196 65535 65535
+ 23.714215 7 2 sctp 72 -------S 2076 3196 65535 65535
- 23.714215 7 2 sctp 72 -------S 2076 3196 65535 65535
r 23.719221 7 2 sctp 72 -------S 2076 3196 65535 65535

5.2.4 Extended performance evaluation

In further evaluation of the mSCTP-CMT scheme, small modifications will be introduced to the
proposed scenario under test (Fig. 5.2). First, four different values of propagation delay are provided
to evaluate the mSCTP-CMT performance in various RTT conditions. Then, two different patterns
of the mobility scenario are considered: (1) transition from fast to slow RAN, and (2) from slow to
fast RAN, accordingly. Table 5.2 summarizes all parameters that were modified with respect to the
basic scenario configuration, described in Table 5.1. Some of the result provided by this analysis
were published in [Budzisz, Ferrús, and Casadevall, 2009].

RTT value

As there was not much difference in the performance of mSCTP-CMT for four considered RTT cases
(according to Table 5.2) only the results for both ends of the considered RTT range were marked in
Fig. 5.9. Again, as in case of the basic performance analysis (Section 5.2.3), the dwelling time graph
reveals that mSCTP-CMT does not perform any better (but any worse either) than the remaining
handover schemes in case of short tdwell values (i.e., tdwell ≤ 5 s). For tdwell ≥ 10 s a considerable

Table 5.2: Parameters modified for further evaluation of mSCTP-CMT

Parameter name Value / Range

Wired part (each path) bandwidth: 100 Mbps
one-way propagation delay: 5-20-45-90 ms

scenario pattern #1: fast-to-slow change RAN #1: fast RAN
RAN #2: slow RAN

scenario pattern #2: slow-to-fast change RAN #1: slow RAN
RAN #2: fast RAN
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Figure 5.9: Comparison for different RTT values in function of dwelling time for: (a) bwratio = 2;
and, (b) bwratio = 4.
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Figure 5.9: Comparison for different RTT values in function of dwelling time for: (c) bwratio = 6;
and, (d) bwratio = 8.



104 CHAPTER 5. IMPROVING HANDOVER WITH TRANSPORT-LAYER LOADSHARING

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0

256kB

512kB

768kB

1MB

2 MB

available bandwidth ratio

sm
al

le
st

 r
bu

f s
iz

e 
[B

yt
es

]
short dwelling time (10s)

 

 

RTT min: mSCTP−CMT better than best mSCTP case
RTT max: mSCTP−CMT better than best mSCTP case
RTT min: ideal rbuf for mSCTP−CMT
RTT max: ideal rbuf for mSCTP−CMT
limit on rbuf memory

(a)

Figure 5.10: Rbuf size constraints for different RTT values: (a) short (10s) dwelling time.

gain can be noticed, however the performance is strongly constrained by the rbuf blocking problem.
Varying RTT did not change this tendency: mSCTP-CMT was not capable of outperforming best
mSCTP case for a rbuf not exceeding 256 kB for bwratio equal to 4. For bwratio = 2 already 128 kB
buffer guaranteed much better performance than mSCTP for all investigated values of RTT. For
the two biggest analyzed values of bwratio (i.e, 6 and 8), rbuf blocking problem forced having nearly
ideal rbuf size, significantly exceeding 256 kB in order to provide improvement over the best mSCTP
scheme.

To quantify the constraints introduced by rbuf blocking problem for a given limitation on the
rbuf memory size set to 256 kB, the same metrics as in case of basic analysis are used: the smallest
rbuf size that guarantees mSCTP-CMT outperforms mSCTP in terms of overall file transfer, for worst
and best policy accordingly, as well as the smallest rbuf size without the rbuf blocking problem at
all. Fig. 5.10 shows clearly that, independently of the RTT value, always that the bwratio ≤ 2, the
mSCTP-CMT algorithm can bring a given gain over the best mSCTP strategy, if the design concern
is not having rbuf blocking at all. If the design approach allows some rbuf blocking aiming only at
improving the result of mSCTP, the scope of use of mSCTP-CMT extends to bwratio of three or even
four in function of considered RTT. Beyond this limit, the difference between both links makes the
application of mSCTP-CMT pointless. This is hold true for all considered tdwell values.

Mobility pattern

Last aspect that will be evaluated in the presented analysis of mSCTP-CMT is the influence of the
transition type. Similarly to Fig. 5.4, a performance comparison in terms of TSN-time evolution
diagram for slow-to-fast RAN transition is presented in Fig. 5.11. As can be seen the transition type
is a factor not influencing much the presented scenario. In both cases (fast-to-slow and slow-to-fast
transition) the gain will be produced in the overlap area (2-42 s in the time scale) if the rbuf size is
appropriately adjusted. Also bwratio and tdwell settings are considerably more important than the
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Figure 5.10: Rbuf size constraints for different RTT values: (b) optimal (longest possible, see Ta-
ble 5.1); and, (c) long (40s) dwelling time.
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Figure 5.11: Performance comparison of all SCTP versions for bwratio = 4, and tdwell = 40 s: (a)
entire file transfer; and, (b) overlap area only.
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Figure 5.12: Failure detection in CMT-PF with frequent line probing.

analyzed transition type.

5.3 Future work

Readers interested in further development of the CMT application in the handover scenarios will
find in this section some ideas that may be helpful for their future work.

5.3.1 ABC in slow start

In order to increase the gain introduced when using the CMT, it may be useful to improve the slow
start phase on the new path (to get it fully running as fast as possible).

The first idea that comes into mind is to remove the delayed SACK mechanism (within the stan-
dard SCTP, a SACK is sent every second packet), already described here when discussing similar
issue in failover context in Section 4.3.1, in order to increase the cwnd growth pace. The cost of
such decision is a more intense SACK traffic on the link. In wireless scenarios the wasted mobile
terminal energy spent on unnecessary SACK transmissions may have serious consequences, such
as reduction of battery lifetime. Another approach to this problem, and possibly a better solution
in the context of wireless scenarios is to modify slightly protocol behavior and preserve the delayed
SACK mechanism. SCTP’s Free-BSD implementation [SCTP-FreeBSD] includes a parameter called
the sctpabc (ABC stands for Appropriate Byte Counting) that manages the growth of the conges-
tion window in the slow start phase. Standard SCTP, on the reception of the SACK that advances
CumTSN, increases the window by the smaller of two: sctpabc × PathMTU and the number of Bytes
acknowledged, with sctpabc set by default to 1. Setting the sctpabc to 2 will lead to the same effect,
as no delayed SACKs without the increase of SACK traffic.
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5.3.2 More frequent link probing schemes

Nevertheless the CMT-PF reduces rbuf blocking problem, in case of mobility scenarios the most
crucial issue is to get the information about the state of the path as frequent as possible due to the
changes experienced at the radio link. Therefore, the idea, the author propose to discuss (Fig. 5.12)
is to sent the HB on a constant rate of the RTO from the moment of failure, instead of on an
exponentially-increasing-RTO basis, once the path is marked as the PF. This will guarantee frequent,
PMR-independent path probing, and once the PMR limit is hit the path is considered inactive, and the
standard SCTP’s HB sending pace will be applied.

5.4 Conclusions

Provided that mSCTP itself lacks handover policies, CMT can be seen as an added value to such
a transport-layer handover scheme. CMT (or strictly speaking CMT-PF) introduced by the author
to the mSCTP-based handover scenarios in a scheme called mSCTP-CMT, has proved to have the
potential of smoothing the handover process between two paths, as well as providing an additional
gain due to the simultaneous data transmission over multiple paths available in the overlap area.
An initial evaluation reports that a significant gain over the best possible mSCTP strategy can be
achieved (in the range of up to 35% of total file transmission time). The main drawback is owed
to the strong influence of the receiver buffer blocking on any scenario where the mSCTP-CMT is
used, resulting in a firm limitation of possible application area in terms of receiver buffer size. The
next important factor, scenario asymmetry, measured here as the available bandwidth ratio, puts
also strong constraints on design of such system. Still, as initial results demonstrate, all mentioned
limitations allow the mSCTP-CMT to fit into the future heterogeneous scenarios.



Chapter 6

Extended mobility analysis and
performance comparison to network
layer schemes

So far, the main focus of this work has been put on demonstrating how to design and improve a
transport layer handover scheme based on SCTP. Consequently, the corresponding evaluation was
performed using relatively simple scenario models in order to clearly assess the main benefits and
limitations of the proposed schemes. Over such a basis, this chapter provides an extended analysis
addressing the performance of all described SCTP variants in additional network scenarios. Fur-
thermore, the proposed transport-layer schemes are now compared to other existing solutions, and
in particular to the network-layer-based schemes that, as already stated in Section 2.2.2, are nowa-
days the most common handover schemes for heterogeneous wireless networks. In this context,
two main-stream network layer solutions, namely: MIPv4-RO [Perkins, 2002; Perkins and Johnson,
1998] and MIPv6 [Johnson et al., 2004], are introduced in the analysis to have a fair comparison
between transport and network layer approaches.

Correspondent

Node

Intermediate

router

RAN #2

RAN #1

Mobile

Node

Overlap

area

Figure 6.1: Scenario under test.
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Figure 6.2: Mobility model for the presented analysis.

Table 6.1: Mobility patterns

Value of n Pattern Description

1 N/A simple scenario:
both RANs are available during entire dwelling time

(Section 6.2.1)
3 1-1 (2-2) advanced scenario #1:

stable availability of one of the RANs in the overlap area
(Section 6.2.2)

3 1-2 advanced scenario #2:
changing availability of RANs inside the overlap area

(Section 6.2.3)

6.1 Preeliminaries

6.1.1 Scenario description

The scenario under test (Fig. 6.1) proposed for the series of analysis presented in this chapter
reuses the topology presented already in Chapter 5. Analogously, a MN is moving from RAN #1
coverage area towards the coverage area of a neighboring RAN #2 traversing across the overlap
area. However this time, the model of the overlap area has been improved to better reflect the
characteristics of a handover scenario in future wireless heterogeneous networks [Zahran et al.,
2008]. Fig. 6.2 illustrates the overlap area model that will be applied. The main parameter is n,
number of periods when both RANs are simultaneously available. Two different values of n (1 and
3) are proposed to capture different mobility patterns, and Table 6.1 further describes the details
of each pattern analyzed. tdwell counts for the entire period when MN can be connected to either
one or both RANs. Periods of availability of each RAN inside the overlap area (pattern’s naming
convention reflects the availability of each RAN, e.g., 1-1 means that RAN #1 is the only RAN
available in both periods between three overlap ares) are adjusted in function of the MN’s speed,
and are exponentially distributed random variables. Parameter δ reflects the ratio between the time
when both RANs are simultaneously available and the dwelling time. Summary of all scenario
parameters will be given in Table 6.8, but first all handover schemes are defined and explained.

6.1.2 Analyzed handover schemes

The following five mobility schemes will be taken into account in the presented analysis: (1) failover-
based, (2) mSCTP, (3) mSCTP-CMT-PF (additionally mSCTP-CMT without the PF extension [Natara-
jan et al., 2009, 2006] is tested in the simplest scenario in Section 6.2.1), (4) MobileIPv4-RO, and (5)
MobileIPv6. Next, each of the presented schemes is described in more details, with parameters
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specific for each scheme given in a separate table, correspondingly.

Scheme #1: optimized failover-based mSCTP handover scheme. A handover scheme with the
standard SCTP failover mechanism adapted for the handover scenarios (necessary parameter tune-
up) and used to trigger the handover. This scheme has been introduced and described in Chapter 4,
here the most important details are given in Table 6.2.

Table 6.2: Failover-based mSCTP handover scheme details

Parameter name Value / Range

PMR 1
RTO.min 0 ms
Handover strategy no handover policy defined

primary path change is triggered with failover,
Transport layer
signaling

Add IP policy:
sent if the new interface has been up for τAddIP,

and its address does not belong to the association
Set Primary Address policy:

not sent
Delete IP Address policy:

sent when the interface has been down for τDeleteIP
(most typically sent bundled with data chunk)

Network layer
signaling

N/A

Scheme #2: mSCTP handover scheme, with strategy to choose always the faster RAN. As men-
tioned in Section 3.3.2, handover schemes based on mSCTP lack an appropriate handover policy.
Provided that possible handover policies can be based on the information passed to the transport
layer from lower layers (e.g., signal strength information), the policy proposed for this scheme has
the strategy that chooses always the fastest RAN (in terms of available bandwidth) out of all the
access networks that are currently available. Detailed description of this scheme is given in Table 6.3.

Table 6.3: mSCTP handover scheme details

Parameter name Value / Range

PMR 5
RTO.min 200 ms
Handover strategy use always faster RAN
Transport layer
signaling

Add IP policy:
sent if the new interface has been up for τAddIP,

and its address does not belong to the association
Set Primary Address policy:

sent after hysteresis time τChangeIP,
from the moment a faster interface is available

Delete IP Address policy:
sent when the interface has been down for τDeleteIP

(most typically sent bundled with data chunk)
Network layer
signaling

N/A
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Scheme #3: mSCTP-CMT-PF handover scheme. A novel design, introduced and described in
Chapter 5, where the CMT-PF loadsharing scheme is used as an enhancement of the handover
management based on mSCTP. Table 6.4 presents more details of this scheme.

Table 6.4: mSCTP-CMT-PF handover scheme details

Parameter name Value / Range

PMR 5
RTO.min 200 ms
Handover strategy as long as two links are available use the CMT-PF
Transport layer
signaling

Add IP policy:
sent if the new interface has been up for τAddIP,

and its address does not belong to the association
Set Primary Address policy:

not sent
Delete IP Address policy:

sent when the interface has been down for τDeleteIP
(most typically sent bundled with data chunk)

Network layer
signaling

N/A

Scheme #3a: mSCTP-CMT handover scheme. A subversion of scheme #3 provided here as a
benchmark to demonstrate that the PF extension of the CMT proposed by Natarajan et al. [2006] fits
better handover scenarios than the “pure” CMT scheme. Therefore mSCTP-CMT scheme, described
in Table 6.5 is only used in the simplest possible scenario (Section 6.2.1).

Table 6.5: mSCTP-CMT handover scheme details

Parameter name Value / Range

PMR 5
RTO.min 200 ms
Handover strategy As long as two links are available use the CMT
Transport layer
signaling

Add IP policy:
sent if the new interface has been up for τAddIP,

and its address does not belong to the association
Set Primary Address policy:

not sent
Delete IP Address policy:

sent when the interface has been down for τDeleteIP
(most typically sent bundled with data chunk)

Network layer
signaling

N/A

Scheme #4: Network-layer scheme: MIPv4-RO. First of the two analyzed network-layer-based
schemes MIPv4-RO is characterized in Table 6.6. As already described in section 2.2.2, handling
mobility at the network layer transparently for the adjacent SCTP and with minimum routing over-
head, requires sending binding update (BU) messages to both HA and CN, informing about the
current IP address of the MN. Consequently, each change of the IP address results in a handover
delay τmipv4−ro, as stated in [Saha et al., 2004]. Value for τmipv4−ro shown in Table 6.8 is calculated
using this formula and considered scenario parameters.
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The handover strategy proposed for this scheme selects always the fastest RAN in terms of available
bandwidth) out of all the access networks that are currently available.

Table 6.6: MIPv4RO network-layer handover scheme details

Parameter name Value / Range

PMR 5
RTO.min 200 ms
Handover strategy use always faster RAN
Transport layer
signaling

Add IP/Set Primary/Delete IP Address policy:
N/A

Network layer
signaling

The MN sends a registration request to the FA
that forwards the BU message to the HA.

Then the HA informs the CN about the change.
Such a procedure is performed:
(1) once a faster interface is up

when the MN has a slow interface
and (2) when a faster interface is down

and transfer can continue over existing slow interface
Total signaling delay:

τmipv4−ro = tMN−HA + tHA−CN + tCN−MN

Scheme #5: Network-layer scheme: MIPv6. Second of the analyzed network-layer-based schemes
MIPv6, reduces significantly the signaling necessary to indicate to the CN the change of the IP
address (τmipv6 is much lower than the corresponding τmipv4−ro) [Saha et al., 2004]. The handover
strategy is similar to the previously described schemes and selects always the fastest RAN in terms
of available bandwidth out of all the access networks that are currently available. Parameters de-
scribing this scheme are shown in Table 6.7, whereas the corresponding value of τmipv6 is calculated
in Table 6.8.

Table 6.7: MIPv6 network-layer handover scheme details

Parameter name Value / Range

PMR 5
RTO.min 200 ms
Handover strategy use always faster RAN
Transport layer
signaling

Add IP/Set Primary/Delete IP Address policy:
N/A

Network layer
signaling

BU message is sent from the MN to the CN:
(1) once a faster interface is up

when the MN has a slow interface
and (2) when a faster interface is down

and transfer can continue over existing slow interface
Total signaling delay:

τmipv6 = 2 · tCN−MN

6.1.3 Simulation parameters

Table 6.8 summarizes the list of the most important simulation parameters, including parameters
specific to each of the five handover schemes, calculated for the given scenario topology. The details
of the radio channel model are described in Appendix A.
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Table 6.8: Simulation parameters for comparison with the network layer schemes

Parameter name Value / Range

Wired part (each path) bandwidth: 100 Mbps
one-way propagation delay: 5 ms

fast RAN bandwidth: (bw ratio × 384) kbps
one-way propagation delay: 15 ms

slow RAN bandwidth: 384 kbps
one-way propagation delay: 80 ms

scenario pattern RAN #1: fast RAN
RAN #2: slow RAN

Average PER 0-1-2-5%
mobility patterns simple scenario: N/A

advanced scenario #1: 2-2
advanced scenario #2: 1-2

(as shown in Table 6.1)
δ simple scenario: 100%

advanced scenarios: 25-50-75%
tdwell 20-40-60-80 s
bwratio 1-8
τmipv4−ro 500 ms
τmipv6 200 ms
τAddIP 100 ms
τChangeIP 100 ms

τDeleteIP 60 s
rbuf size 128-256-512 kB

(ideal buffer: up to 2 MB)
RTOMin 50 ms
PMR Optimized failover, mSCTP: 1

CMT: 5
SACK delay 200 ms
Retransmission policies mSCTP FastRtx: Same path

mSCTP TimeoutRtx: Alternate path
CMTRtx: path with largest cwnd

MTU size / Data payload 1500 / 1468 Bytes
File size 8 MB
Random seed 15 sets of exponentially distributed

random variables per simulation
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6.2 Analysis results

6.2.1 Simple scenario (n = 1)

First, a comparison of all described handover schemes is made in a simple scenario, where both
RANs are simultaneously available for the entire dwelling time. Fig. 6.3 presents the results for the
average file transfer time as a function of available bwratio and packet loss rate for a given tdwell .
tdwell = 40 s has been selected as the most interesting case, given that for tdwell = 20 s the time both
links were simultaneously available was too short to effectively use the loadsharing and thus have a
fair comparison to other schemes, whereas for both tdwell = 60 s and 80 s the advantage from the use
of loadsharing-based scheme was too evident. Consequently, the application of the mSCTP-CMT-PF
scheme is highly recommended for the scenarios, where the MN is likely to stay for a relatively long
time in the overlap area. Now, the influence of the remaining factors will be analyzed for tdwell =
40 s. In a scenario without losses, shown in Fig. 6.3a, both CMT-based schemes with the ideal
buffer size (the size of the buffer big enough to avoid rbuf blocking) provide the best performance
over the entire scope of analyzed bwratio. Both mSCTP-CMT-PF and mSCTP-CMT perform equally
good in all asymmetrical scenarios (in terms of bandwidth), whereas the only difference appears
when paths are symmetrical. The PF extension stops sending data packets to a path where the loss
occurred, sending instead a HB packet to probe the path availability. On the positive response the
path gets back to the active state, and the data transmission is resumed. Meanwhile the lost packet
(in this case, due to the overflowing of the buffer queue size) is retransmitted on the only path
currently available. This algorithm turns out to be more efficient than keeping the failed path active
as in case of CMT without PF extension. Much more difference between both CMT schemes can
be seen for smaller buffer sizes. Results presented here for the buffer size of 128 kB, show clearly
that in presence of rbuf blocking, the PF extension increases significantly protocol’s performance.
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Figure 6.3: Comparison of various handover schemes in a simple scenario, for the following PER
values: (a) no losses.
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Figure 6.3: Comparison of various handover schemes in a simple scenario for the following PER
values: (b) 2% losses; and, (c) 5% losses.
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Still, even the mSCTP-CMT-PF with only 128 kB of buffer size was not able to outperform the
remaining non-loadsharing schemes for bwratio > 2. Both network-layer schemes, as well as mSCTP
and failover-based scheme, performed almost in the same way in the given scenario, meaning that
handling the mobility at the network layer, transparently to the transport layer, did not do any harm
to the SCTP cwnd evolution. Thus, both network-layer handover delays τmipv4−ro and τmipv6 were
small enough to provoke just a single packet loss, recoverable by the fast retransmission, and not
leading to any timeout.

For a scenario where packet losses are present, both failover-based and mSCTP scheme perform
unstable, specially when the scenario asymmetry increases, as shown in Fig. 6.3b. Also there are
much more differences between the other schemes. The range of the bwratio where the CMT-based
schemes with a 128 kB receiver buffer perform better than the network-layer schemes extends to
bwratio < 6. Naturally, the mSCTP-CMT-PF scheme with an ideal buffer size works best of all
presented schemes in the entire analyzed scope.

In case the packet loss rate increases to 5% (Fig. 6.3c), for both failover-based and mSCTP-based
scheme there was no single situation where the transmission could be completed in less than 900 s
time. This fact, plus the high instability for already 2% of the loss rate, leads to the conclusion
that any of these schemes should not be recommended as the possible solution, in scenarios where
losses are present. As for the remaining schemes, both network-layer schemes perform noticeably
worse than the mSCTP-CMT-PF, even with the rbuf size of 128 kB in the entire scope of experiment.
The mSCTP-CMT-PF scheme is not only the best one in terms of minimum transfer delay, but also
presents the most stable performance among all presented solutions. Not having the PF extension
available yields slightly worse performance, but still permits prevail the network-layer counterparts
for almost the entire range of the analyzed bandwidth asymmetry (bwratio < 8, corresponding to a
scenario with the MN moving from the WLAN to the UMTS network), also with the small size of
the receiver buffer.

6.2.2 More complex mobility pattern (n = 3) - part 1

Having analyzed the simplest scenario, with both links simultaneously available all the time the
MN stays in the overlap area, it is now time to check the influence of the mobility patterns on the
performance of proposed handover schemes. First, a scenario, with stable availability of the RAN
#2 in the overlap area and periodical availability of RAN #1 (faster of the two), denoted here as
2-2, is analyzed. Fig. 6.4 presents the results for average file transfer time as a function of bwratio
in a scenario without losses for three different values of the parameter δ. Parameter δ reflects the
fraction of the tdwell that both RANs are simultaneously available in the overlap area, incurring
worse performance of the mSCTP-CMT-PF scheme for the lower values of δ. Consequently, the
following trend can be noticed: for δ = 25% (Fig. 6.4a) the mSCTP-CMT-PF scheme gets worse than
any scheme but failover-based, for the bwratio > 3 no matter what the receiver buffer size is. For
δ = 50% (Fig. 6.4b) it is already bwratio > 4, whereas for δ = 75% (Fig. 6.4c) the mSCTP-CMT-PF
is the best scheme in the entire analyzed scope of bwratio. For the purpose of comparison it is also
worth to recall here the results from Section 6.2.1 (δ = 100%) that gave the mSCTP-CMT-PF scheme
a clear advantage for all analyzed bwratio values. Thus, the main conclusion is that an instable
coverage of both RANs in the overlap area, clearly reduces the scope of use of the mSCTP-CMT-PF,
when compared to other mobility schemes. MobileIPv6 seems to deal best with such situations as
the solution having the lowest latency out of all the remaining schemes. In contrast, MobileIPv4-
RO due to the big value of the τmipv4−ro, performs even worst than the mSCTP scheme, but still
guarantees relatively stable performance, no matter what δ value was.

For 2% packet loss rate (Fig. 6.5) the mSCTP-CMT-PF performs slightly worse than in the same
scenario without losses, being better only if both paths have equal bandwidth in case of the lowest
δ analyzed (Fig. 6.5a), bwratio < 4 for δ = 50% (Fig. 6.5b), and preserving the best score among all
schemes in the entire scenario for the biggest value of δ (Fig. 6.5c). Therefore, an overall conclu-
sion for the mSCTP-CMT-PF application in the analyzed handover scenario is that for a comparable
bandwidth ratio of both paths, i.e., bwratio not exceeding 2, the use of this scheme improves the
performance of the mSCTP even for a very unstable availability of both paths in the overlap region.
Outside of the stated application area, it can be clearly seen that the introduction of the loadshar-
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Figure 6.4: Comparison of various handover schemes for different values of δ in a scenario with
pattern 2-2 and without losses, for: (a) δ = 25%; and, (b) δ = 50%.
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Figure 6.4: Comparison of various handover schemes for different values of δ in a scenario with
pattern 2-2 and without losses, for: (c) δ = 75%.
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Figure 6.5: Comparison of various handover schemes for different values of δ in a scenario with
pattern 2-2, and 2% of losses for: (a) δ = 25%; and, (b) δ = 50%.
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Figure 6.5: Comparison of various handover schemes for different values of δ in a scenario with
pattern 2-2 and 2% of losses, for: (c) δ = 75%.
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ing scheme to the handover transition process deteriorates the performance of the mSCTP. Having
already numerous retransmissions that must be handled, not only because of the temporal unavail-
ability of one of the paths, but also because of the losses present in available radio channels, any
additional retransmission due to the loadsharing decrease the throughput significantly. Neverthe-
less, the mSCTP scheme performs very well only for low value of δ, improving much less than the
other schemes when the δ increases, and becoming the worst of all stable schemes for the biggest
value of δ. Failover-based scheme was again not able to offer any stable performance in presence
of losses, making impossible the trade-off between stable and fast performance due to reduction of
PMR value. In that sense the only valid alternatives become the network layer schemes, as being able
to deal with moderate losses in all three analyzed scenarios.

6.2.3 More complex mobility pattern (n = 3) - part 2

In order to fully understand the influence of handover policies on the overall performance of han-
dover scheme it is necessary to test different mobility patterns. This is the most important difference
between scenarios presented in this Section, were users using always-faster-RAN strategy will be
forced to perform at most 2 handovers instead of 3 forced handovers as it was in case of scenarios
analyzed in Section 6.2.2.

Fig. 6.6 represents the results for the average transfer time in a scenario without losses. The
mSCTP-CMT-PF with the ideal buffer size is able to achieve the best performance whenever the
bwratio < 3 for the lowest value of δ (Fig. 6.6a). As δ increases, this thresholds extends up to
bwratio < 6 for δ = 50% (Fig. 6.6b), and further to bwratio < 8 for the highest value of delta (Fig. 6.6c).
The constraints introduced by a limited receiver buffer space would decrease the observed benefits,
e.g., having a 128,/kB limitation on the receiver buffer memory leads to the worst performance
from all presented schemes (worse even than failover based scheme) for the lowest value of δ and
all values of bwratio. In such a case there are too many on-going retransmissions that such a small
buffer can handle. Having δ = 50% was not enough to improve this situation if bwratio > 3, and even
for the highest value of δ, the failover over-performed the mSCTP-CMT-PF scheme for bwratio >
4. Observed behavior is significantly different than the results for the 2-2 scenario presented in
Section 6.2.2, due to a decreased amount of mandatory handovers. Nevertheless, the mSCTP-CMT-
PF can still be recommended to be applied in the scenarios where bwratio < 3, if only an appropriate
receiver buffer space is available. Otherwise, the scope of use of the mSCTP-CMT-PF scheme is
quite limited and highly dependent on the given scenario. Another important consideration is the
noticeable improvement of both network layer schemes, caused by the reduced latency with lower
number of handovers performed in the overlap area.

With a 2% packet loss existing in the analyzed scenario (Fig. 6.7) further limitation of the use of
the mSCTP-CMT-PF scheme can be observed. For the lowest value of δ (Fig. 6.7a), the mSCTP-CMT-
PF is the worst scheme out of the stable ones, no matter how big the size of receiver buffer is. For
bwratio > 6, the mSCTP-CMT-PF is outperformed even by the failover based-scheme, again being
a consequence of a limited number of handovers. Only the biggest value of δ (Fig. 6.7c) provides
the mSCTP-CMT-PF with an acceptable performance, and again the best of all available schemes.
Therefore both MIPv6 or MIPv4-RO can be seen as valid alternatives, especially in the scenarios
similar to the presented one.

6.3 Conclusions

Comparison of all SCTP-based schemes introduced and described in this work was aiming to pro-
vide an answer for the question, whether there is a real need for such solutions, given that the
network-based schemes are the most common mobility schemes nowadays. Looking at the results
of the presented analysis, some initial conclusions can be drawn, but any more straightforward
answer to the aforementioned question, require further evaluation. Provided that there are small
asymmetries between both RANs (i.e., bwratio < 3) and reasonably stable availability of both in
the overlap area (i.e., δ > 50%) the mSCTP-CMT-PF scheme was able to outperform all other ana-
lyzed schemes in all presented experiments, also taking into account the difficulties introduced by
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Figure 6.6: Comparison of various handover schemes for different values of δ in a scenario with
pattern 1-2 and without losses, for: (a) δ = 25%; and, (b) δ = 50%.
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Figure 6.6: Comparison of various handover schemes for different values of δ in a scenario with
pattern 1-2 and without losses, for: (c) δ = 75%.
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Figure 6.7: Comparison of various handover schemes for different values of δ in a scenario with
pattern 1-2 and 2% of losses, for: (a) δ = 25%; and, (b) δ = 50%.
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Figure 6.7: Comparison of various handover schemes for different values of δ in a scenario with
pattern 1-2 and 2% of losses, for: (c) δ = 75%.
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a limited receiver buffer space. However, there is some dependency on possible handover scenario
conditions that can lead to suboptimal performance of this scheme, especially with low number
of mandatory handovers, and big asymmetry between neighboring RANs. In contrast, it is quite
clear that failover-based scheme can not be recommended as a possible solution, given its unstable
performance in a presence of packet losses, very typical for wireless scenarios. The usefulness of
the mSCTP-based scheme also stays in question. In a no-, or little-loss-scenario, mSCTP is able to
compete with both MobileIP-based schemes, being unable to deal with greater number of losses
(i.e., 2% or higher). In the presented comparison both network-layer-based schemes present accept-
able results, being very competitive to the mSCTP-based schemes, despite the inferred handover
latency. In this sense, both well-established mobility schemes can be seen as viable solutions, good
enough not to be substituted with any scheme, which scope of use is limited.
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Chapter 7

Conclusions

7.1 Summary

The SCTP protocol, which was initially proposed for transporting signaling messages over IP net-
works, has had a considerable impact on the research community during the first eight years since
its first specification was published. SCTP is now an established general transport protocol, and the
presented dissertation shows that SCTP has a great potential for application in diverse fields. The
main SCTP research interest circles around two of SCTP’s new features: multihoming and multi-
streaming, which are involved in about 70% of the identified, SCTP-related research. Multihoming
that was originally designed to increase robustness, can also be used for transport layer handovers,
as well as for loadsharing, as highlighted in this work.

The number of Internet drafts, protocol implementations for major OSes, and simulator models
illustrate the dynamics of the SCTP research community, and the number of interesting open points
promise to keep up the research interest in SCTP. Yet, an open issue is the answer to the question
whether the current SCTP research can provide enough impact, so the protocol can break into the
well established TCP/IP protocol stack, and thus overcome the main disadvantage of the SCTP,
becoming a widely-used transport protocol.

In an effort to promote the SCTP in the networking community this dissertation investigated
and evaluated the design considerations in handling mobility at the transport layer, using mSCTP
as an example of a handover transport layer protocol. To this end, all important handover scenarios
have been identified, along with the detailed discussion about the main considerations on usage of
mSCTP as a transport handover solution in each scenario. The most representative scenario in con-
text of the future heterogeneous wireless networks has been selected to conduct presented analysis.
Firstly, the reuse of the standard SCTP failover algorithm has been discussed to provide a bench-
mark for the evaluation of more advanced schemes. During the evaluation of the standard SCTP
failover mechanism a new method of the failover time estimation has been devised and proposed as
a more accurate solution than sum of the consecutive timeout periods. The provided improvement
is seen especially important in transport layer mobility scenarios based on SCTP multihoming. It
has been proved that the failover-based solution, despite the necessary parameter tune-up, is not
valid for any real-time applications, and practically is strictly limited to long-latency-insensitive
applications. Next, an essential improvement in the context of mSCTP-based handover designs
has been suggested in the mSCTP-CMT-PF proposal that joins two most important applications
not envisaged within the scope of the original SCTP specification. Introduction of the loadsharing
into a handover scheme seems very promising idea that may offer not only an additional through-
put gain, but also smoother the handover process. Loadsharing scheme in handover scenarios
incurs however strict applicability limitations, due to reported receiver buffer constraints. As a con-
tinuation, a comparison of all identified mSCTP-based handover schemes, namely: (1) optimized
failover, (2) mSCTP-based solution (both best and worst case), and (3) the mSCTP-CMT-PF scheme,
with two most representative network-layer solutions (4) MIPv4 and (5) MIPv6 has been given in
series of performance analysis that involved simpler and more advanced mobility models. An over-
all conclusion that has been drawn does not seem favorable enough to advocate the substitution
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of the existing, and well-established network layer solutions which perform nearly as well as the
proposed transport-layer mobility schemes. Apart from the analysis of the mobility management
aspects, this dissertation reports also on the state-of-the-art in SCTP modeling, very important for
further protocol development.

Possibly the most important issue, although not directly related with the problematic of mobility
management addressed in this dissertation, is the availability and recognition of the SCTP, as a
widely-used transport layer protocol. Given the dominant role of TCP and UDP it is not an easy
task to find a so-called killer application that will help to promote SCTP. Author believes that transport
layer mobility can be one of them.

7.2 Most important remarks

Most interesting findings of this dissertation can be shortly summarized with the following conclu-
sions:

1. To provide the seamless transport-layer mobility solution, the mSCTP schemes lack an ap-
propriate handover policy, what was already pointed out at the early stage of the DAR ex-
tension [Stewart et al., 2007] specification. Looking for an adequate solution targeted for
heterogeneous networks, several design proposals have been demonstrated here. Range of
solutions considering support from the link layer in a handover triggering process incurs an
interesting finding that an inadequate handover policy (characterized by inappropriate path
switching triggers) based on the link layer information, called in this work the worst case,
yields worse effect than use of the standard failover mechanism to trigger the primary path
change.

2. Standard SCTP failover mechanism can be reused to grant the handover support for non
real-time applications only. In order to achieve this, the most important protocol parameters
PMR and RTOMin must be adjusted to better fit handover scenarios requirements, as well as
presence of non-congestion losses, given that the default protocol settings derive from the
wired TCP environments, where such losses are not present. As it was shown in this work
also standard failover time estimation formula, based on the sum of consecutive timeouts,
must be updated to take into consideration proposed protocol modifications.

3. The mSCTP-CMT-PF scheme introduced by this work, links two alternative applications of
multihoming in order to provide a solution that not only guarantees additional throughput
gain over previously considered schemes but also brings closer the transport-layer seamless
mobility by smoothing the transition process. However, the incorporation of a loadsharing
scheme into handover scenarios increases the difficulties, too. A common loadsharing prob-
lem, the rbuf blocking, has been presented, and argued that although it can not be eliminated,
but when diminished it still let over perform the remaining mSCTP-based schemes, as well
as some of the most common network-layer schemes.

4. Finally, it is necessary to remind the reader that an important deficiency of any discussed
mSCTP solution is the lack of the location management, as argued already in the introduc-
tory discussion of various mobility management approaches. In this dissertation this aspect
has not been addressed in more detail rather than just theoretical consideration of possible
feedback from either MIP or DDNS.

7.3 Future work

As a continuation, a list of the most important aspects and open points identified that shall be
considered as possible future research directions:

• One of the most important concerns for the SCTP-based handover schemes is the development
of more accurate handover policies. Basic approaches consider incorporating indications from
the link-layer. However, so far only several studies have examined such a design [Budzisz
et al., 2005; Chang et al., 2004]. In that sense evaluation of cross-layer designs would provide
more depth to the analysis.
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• Improvement of the initial proposal for the mSCTP-CMT-PF. As already pointed out in Sec-
tion 5.3 there are several ways of making the proposed solution better fit heterogeneous wire-
less scenarios, namely to introduce more frequent link probing that provides more reliable
information about current link state, or ABC that aims at more aggressive behavior on a
newly obtained link in order to use the CMT scheme more efficiently.

• Additional enhancement of a loadsharing scheme that is aimed to form a part of a handover
solution can also include a packet scheduler. Several loadsharing schemes, described in Sec-
tion 5.1.2 claimed that using an appropriate bandwidth estimation technique increases the
robustness of a loadsharing solution.

• Improvement of the cooperation between mSCTP and MIP can provide a complete mobility
scheme that includes location management. As pointed out by Noonan et al. [2002] such a
cooperation leads to significant overload of the HA. Still, a joint mSCTP-MIP scheme needs
further evaluation.

• In this dissertation, the scope of the analyzed applications has been limited to bulk transfer
applications. It may be also beneficial to extend presented considerations with other types of
applications that fit handover scenarios, such as multimedia and web traffic.

• The presented evaluation of the mSCTP-based schemes has been based on the ns-2 SCTP
module [SCTP-ns2], as described in Section A.2.4. The provided model of a wireless chan-
nel that made possible evaluation of the wired-routing-based SCTP module in heterogeneous
handover scenarios can be extended twofold: (1) by including more radio-specific character-
istics, e.g., variable physical bit-rate, etc.; (2) SCTP module can be adapted to fit into one of
the presented multihoming-enabled platforms (see Section A.2.3).

• Furthermore, development of the mSCTP-based mobility schemes shall also include security
considerations, and prevention from possible attacks. Existing security specification [Stewart,
Tuexen, and Camarillo, 2007; Tuexen et al., 2007] is still not complete, e.g., the use of IPsec to
prevent hijacking attacks lacks specifying a detailed procedure.
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Appendix A

SCTP support in ns-2 simulator

This appendix provides the reader with all necessary details of the ns-2 simulator, and in particular
of the SCTP module. Also, all modifications provided by the author of this dissertation to (1)
develop a more accurate wireless channel model being able to provide support for the multihoming
feature of SCTP, as well as (2) improve the existing model of SCTP in ns-2, are given here.

A.1 Introduction

A freeware ns-2 [NS-2] is one of the most popular discrete event simulators currently available,
offering a numerous models of various networking protocols. In comparison to other existing
tools, such as OPNET or Qualnet, the strength of the ns-2 lies in its shared libraries and models,
developed by various research institutions that provide a substantial support for modeling also
the most recent protocols. A good example is the SCTP module for ns-2, built by the Protocol
Engineering Labs research group at the University of Delaware [SCTP-ns2], described here in more
details in Section A.2.1.

Ns-2 is an object-oriented Tcl (OTcl) script interpreter including network component and net-
work setup module libraries, as well as a scheduler of simulation events. In order to increase its
efficiency and reduce processing time, the event scheduler and the most essential network com-
ponent objects are implemented in C++, as a modular structure that is easy to expand. The C++
objects are made available to OTcl through an OTcl linkage that guarantees control of the C++ ob-
jects used during a simulation. To setup and run a simulation in ns-2, a user executes an OTcl script
that initiates the event scheduler, configures the network topology using network components and
network setup functions in the library, and schedules packet transmission events. As a result of a
simulation one or more text-format output files are produced. Simulation output file(s) contain the
simulation data according to the instructions specified in the OTcl simulation script and the tracing
format used. Output data can be further processed, either to provide a graphical illustration of the
simulation (e.g., using a tool called Network Animator (NAM), distributed together with ns-2) or
for a detailed analysis of the simulation results (e.g., using script-languages such as AWK or Perl).
A very helpful tool for graphical analysis of the simulation results is Tracegraph [Małek]. For more
details about ns-2, please refer the ns-2 home page [NS-2] (ns-manual can be found there).

Among the ns-2 network components the most important ones are nodes and links. A node is
a compound object, comprising for an unicast node (a node that performs the unicast routing) of a
node entry object, port and address classifiers, as shown in Fig. A.1a, and additionally of a multicast
classifier to perform multicast routing in case of a multicast node. Links that connect the nodes are
another example of a compound object. The basic link component is unidirectional (simplex link),
and contains the following objects: an output queue of a node (Queue object), object simulating
propagation delay (Link delay), object adjusting time-to-live parameter for each packet received
(TTL), and object that frees packets that are dropped at the queue (Null Agent). Additionally, the
simplex link structure can be complemented with the trace objects that report each packet received
to a specified trace file, according to the trace format selected in the OTcl script. The basic trace
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Figure A.1: Basic network components in ns-2: (a) node; and, (b) link.

objects include: EnqT object reporting arrival of the packet to the queue (marked in the trace format
as ’+’ event), DeqT object tracing the packets leaving the queue (’-’ event), DrpT object following
packets that were dropped at the queue (’d’ event) and RecvT object that marks the packets correctly
received at the end of the link (’r’ event). The entire structure of a simplex link with tracing objects
is shown in Fig. A.1b. In practice, to speed up the topology setup process, the duplex-link function
that creates two simplex links in both directions between given nodes is used.

The fundamental building blocks to create a protocol stack in ns-2 are agents. Agents represent
endpoints where network-layer packets are constructed or consumed, and can be extended, using
C++ derived classes, to build additional functionality. On the top of transport agents, e.g., TCP,
UDP or SCTP, reside applications. There are two types of applications in ns-2: traffic generators,
generating traffic according to a given distribution (e.g., exponential on/off, pareto on/off, constant
bit rate (CBR), etc.) and simulated applications, simulating the behavior of a given application.
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Currently there are only two simulated applications available in the main ns-2 distribution: FTP
and Telnet.

A.2 Implementation details

This section provides a detailed description of the most important ns-2 simulator modules and
objects that were modified in order to facilitate the simulation support for the analysis presented in
this work.

A.2.1 SCTP module

SCTP module for ns-2 has been developed by the Protocol Engineering Labs at the University of
Delaware [SCTP-ns2]. The first version of a source code has been released as a patch for ns-2 in
July 2001. Since then, SCTP module has become an integral part of the main ns-2 distribution (from
January 2004), and is subject to periodical updates. The latest version of the source code dates back
to July 2007.

The basic functionality of SCTP is provided with the SCTP Agent class (Agent/SCTP). The list
of supported features for the current SCTP implementation in ns-2 (release 3.7, version 1.12 of the
sctp.cc source code) includes the following sections of the protocol specification (RFC 4960) [Stewart,
2007]:

• 5.1 - Normal establishment of an association (rudimentary handshake)
• 5.4 - Path verification (only primary path)
• 6.1 - Transmission of DATA chunks
• 6.2 - Acknowledgement of reception of DATA chunks
• 6.3 - Management of retransmission timer
• 6.4 - Multihomed SCTP endpoints
• 6.5 - Stream Identifier and Stream Sequence Number
• 6.6 - Ordered and Unordered Delivery
• 6.7 - Report Gaps in received DATA TSNs
• 7.2 - SCTP slow-start and congestion avoidance
• 8.1 - Endpoint failure detection
• 8.2 - Path failure detection
• 8.3 - Path HEARTBEAT (without upper layer control)
• additionally, there is some support of PR-SCTP, however it is not fully-compliant with RFC

3753 [Manner and Kojo, 2004], as the model was developed already at the draft-stage of the
PR-SCTP specification

In context of the ns-2 architecture, multihoming support is the most significant novelty intro-
duced by the SCTP module. The ns-2 does not allow creation of nodes with multiple interfaces due
to the limitations posed by the routing algorithm used for wired nodes. Therefore, to provide sup-
port for multihomed endpoints with SCTP, the following idea has been applied. Each multihomed
node is made of one core node connected via unidirectional links to multiple interface nodes that to-
gether form the logical structure of the multihomed node, illustrated in Fig. A.2. The SCTP agent
resides on all the nodes that form multihomed node structure, however the data traffic goes only
from and to the interface nodes. The link between the core node and interface nodes is never used
to transmit data, rather for the route lookup only, to dynamically obtain the information which in-
terface needs to be used to reach the desired destination. Presented solution for multihomed nodes
works well as far as wired-only scenarios are concerned, however due to the routing issues it can
not be easily extended for the wireless domain, as shown in Section A.2.3.

Some of the functionalities provided by the basic version of the SCTP code, such as the estab-
lishment of the association, or path verification procedure are implemented in the limited version
that needs to be extended if more advanced setup is to be applied. The author of this dissertation
proposes the extension of the path verification scheme, to fully fulfil the SCTP RFC 4960 specifi-
cation [Stewart, 2007]. Path verification scheme currently implemented in ns-2 provides only the
verification of the primary path that is made during the initialization phase of the association. Once
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the association is set up all paths declared at the association setup are considered active. This is an
almost-correct approach, if for most of the simulation time data is sent on the primary path only.
However, for the scenarios involving frequent changes of the paths, e.g., handover scenarios that
are subject of the analysis in this dissertation, such situation is not acceptable. Therefore, author
proposes introducing a new variable ePathVerification that controls the path verification setup, and
which can be bound from within OTcl, with three different values (modes):

/* Variable that controls path verification process
*/
enum PathVerification_E
{

VERIFY_OFF, // no path verification procedure used
VERIFY_ON, // current path verification procedure used
VERIFY_ON_CHANGE, // experimental, path verification is forced

each time when change is performed (handover scenarios, CMT)
};

PathVerification_E ePathVerification;// path verification procedure

Simulations presented in this dissertation were performed with ePathVerification set to value:
VERIFY ON CHANGE.

Apart from the basic Agent/SCTP class, PEL group provides also several experimental exten-
sions to the SCTP, available as separate classes, derived from the basic SCTP’s class. Among pro-
vided modifications, two main categories can be distinguished: extensions dedicated to improve
the standard SCTP retransmission policy, and CMT-related extensions. Experimental retransmis-
sion policies, described in more details and evaluated in [Caro et al., 2004b], include the following
classes:

• Agent/SCTP/HbAfterRto - after each RTO, a HEARTBEAT is sent on the destination that
timed out.

• Agent/SCTP/MultipleFastRtx - allows several fsat retransmissions of the same TSN, if neces-
sary (Multiple Fast Retransmit algorithm).

Figure A.2: Multihomed node.
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• Agent/SCTP/Timestamp - includes the time stamp into each packet sent, in order to distin-
guish original transmissions from retransmissions.

• Agent/SCTP/MfrHbAfterRto - combines MultipleFastRtx and HbAfterRto.
• Agent/SCTP/MfrTimestamp - combines MultipleFastRtx and Timestamp.
In contrast, all CMT-related functionality is provided within one class Agent/SCTP/CMT. The

latest CMT implementation (release 3.7) includes the following features, explained already in this
work in Section 5.1.1 on page 84, and described in more detail in [Iyengar et al., 2006]:

• Cwnd Update for CMT algorithm (version 2).
• Split Fast Retransmit algorithm.
• Delayed Ack for CMT algorithm.
• Five CMT-dedicated retransmission policies: RtxCwnd (default and recommended), RtxSsthresh

(recommended), RtxSame (experimental), RtxAsAp (experimental), and RtxLossRate (experi-
mental).

• CMT-PF extension [Natarajan et al., 2006].

A.2.2 State of the art for wireless environments and mobility support in ns-2

Wireless support for ns-2 has been first proposed in 1998 in the mobility extension provided by the
CMU’s Monarch group [CMU Monarch]. Since then, the wireless functionality has been integrated
into the main ns-2 package. The Monarch’s wireless model introduced the MN object and few addi-
tional features to facilitate the simulation of WLANs, multi-hop ad-hoc networks, etc. A MN object
is an extended version of the basic node object. The most important new features are: the ability to
move within given topology while sending/receiving packets, and periodic position updates. The
main difference is that the MN, unlike a basic node, does not need to use the link object to connect
to the other nodes. Each MN can have one or more wireless interface, and each interface is attached
to a wireless channel. Packet transmitted by the MN on a given channel is delivered to each inter-
face on that channel, and then each interface checks using its radio propagation model whether it
was able to receive given packet. According to the ns-manual [NS-2], the list of the features of the
wireless model currently available in the main ns-2 distribution can be summarized according to
the ISO/OSI protocol stack model:

• Physical Layer:
– Radio Propagation model - three models available: free space model, two-ray ground

reflection model and shadowing model.
– Antenna model - unity gain omni-directional antenna.
– Network interface model - a shared media interface, subject to collisions and the propa-

gation model. Each node can overhear packets transmitted by the other nodes.
• Link Layer:

– The IEEE 802.11 distributed coordination function (DCF) MAC protocol (for unicast
packets follows the RTS/CTS/DATA/ACK pattern, uses both physical and virtual car-
rier sense).

– A single hop, preamble-based TDMA protocol.
• Network Layer:

– Four different routing protocols implemented: Dynamic Source Routing (DSR), Destina-
tion Sequence Distance Vector (DSDV), Temporally Ordered Routing Protocol (TORA)
and Ad-hoc on demand Distance Vector (AODV).

Scope of the application of the original Monarch’s model was limited to the simulation of
WLANs and multihop wireless networks, due to the unsolved routing conflict: wired nodes use
topology-based routing, whereas MNs that do not use links have dedicated routing protocols. In
order to make possible coexistence of wireless and wired nodes in the same scenario two important
modifications were introduced. First of them is the base station node (BS), a gateway node that inter-
connects the wired and the wireless part of the topology. Second important modification that made
possible routing between wireless and wired domain is hierarchical addressing. Although, originally
devised to reduce the size of the routing tables for large topologies (i.e. topologies with several
thousands of nodes), hierarchical addressing is also useful in a combined wired-wireless scenarios.
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The default hierarchical addressing format in ns-2 uses the three-level hierarchy: domains, clusters
and nodes, each level being 8-bit long. Hierarchical addressing must be applied to all the nodes in
the scenario. BS together with all MNs that are assigned to it form an unique domain. Packets sent
to the MN in a given domain would first arrive to the BS that eventually will forward them to the
correct destination. Same in the opposite direction, MNs forward packets destined outside their
wireless domain to the BS, which further routes the packets into the wired part of the topology.

Introduction of the Monarch’s wireless model has sparked the development of numerous models
of various wireless networks that better reflect each specific scenario. Table A.1 provides a summary
of the most important wireless modules currently available. More information on wireless exten-
sions proposed for ns-2 can be found at the ns-2 homepage in the contributed code section [NS-2].

Table A.1: Most important wireless networks models for ns-2.

Wireless
Tech.

Author’s
info

Description

IEEE
802.11

DaimlerChrysler
REDNA,
University of
Karlsruhe

Provides revised version of WirelessPHY (SNR computation,
preamble and PLCP header processing and capture) and
MAC802 11 (CSMA/CA mechanism) modules, and new propa-
gation model (Nakagami).
Source:
http://dsn.tm.uni-karlsruhe.de/english/Overhaul_NS-2.
php

IEEE
802.11

INRIA Revised WirelessPHY module (ET/SNRT/BER-based). Added
support for 802.11a multirate, 802.11e HCCA and EDCA.
Source: http://spoutink.inria.fr/ns-2-80211/

IEEE
802.11

NIST Numerous improvements for the MAC802 11 module (improved
backoff and defer timers, added management frames, and scan-
ning for new APs). Added support for MIH (IEEE 802.21).
Source: http://www.nist.gov/

IEEE
802.16
(WiMax)

Seamless and
Secure Mobility
Project
NIST

Most complete WiMax model for ns-2. Provides implementa-
tion of WiMax’s WirelessPHY (WirelessMAN-OFDM) and MAC
(TDD, additional support for network entry without authenti-
cation) modules. Supports also the mobility extension (IEEE
802.16e) and MIH (IEEE 802.21).
Source: http://www.nist.gov/

UMTS SEACORN
project,
Ericsson

Most complete UMTS model for ns-2. Introduces RNC, BS and
UE nodes, and support for simulating RACH/FACH and DCH,
as well as HS-DSCH (i.e., support for HSDPA) UMTS transport
channels.
Source: http://www.ti-wmc.nl/eurane

Bluetooth University of
Cincinnati

Provides implementation of Bluetooth’s WirelessPHY and MAC.
Most complete Bluetooth model for ns-2.
Source: http://www.ececs.uc.edu/~cdmc/ucbt

Having all wireless extensions developed independently has leaded to a serious problem in the
coexistence of various network layer interfaces within the same simulation scenario (e.g., hetero-
geneous handover scenarios), as each wireless implementation provides its own routing solution.
A significant effort to unify the most important wireless network interfaces (IEEE 802.11, IEEE
802.16, UMTS and Bluetooth) has been done while developing the IEEE 802.21 Media Independent
Handover (MIH) platform [MIH-ns2]. More details on multihomed wireless nodes are given in
Section A.2.3.

However, first mobility model in ns-2 has been created even before the Monarch’s wireless model
was introduced. Sun’s model of Mobile IP (MIP), called Mobins2, was based on the wired nodes
and links structure that modeled behavior of a wireless channel [Perkins]. Soon after Monarch’s

http://dsn.tm.uni-karlsruhe.de/english/Overhaul_NS-2.php
http://dsn.tm.uni-karlsruhe.de/english/Overhaul_NS-2.php
http://spoutink.inria.fr/ns-2-80211/
http://www.nist.gov/
http://www.nist.gov/
http://www.ti-wmc.nl/eurane
http://www.ececs.uc.edu/~cdmc/ucbt
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wireless extension had been announced, Sun’s MIP model was integrated into it, allowing simula-
tions of the MIP that use wireless nodes. Currently, the wireless MIP model forms part of the core
ns-2 distribution. Wireless MIP model introduces MobileNode/MIPMH and MobileNode/MIPBS
objects that are modified versions of MN and BS objects, respectively. MobileNode/MIPBS objects
serve as HA or FA in the wireless MIP scenario, and include the registering agent entity, responsible
for sending out beacon messages to the MNs, responding to the solicitation messages from MNs,
and encapsulating/decapsulating packets when necessary. MobileNode/MIPMH objects used to
simulate MN have also the registering agent, which in this case receives and responds to beacon
messages, as well as sends out solicitations to FA and HA.

The wireless MIP model has already several extensions proposed. The most important in context
of simulations of mobility schemes different than MIP is the No Ad-hoc Routing Agent (NOAH)
extension [Widmer]. NOAH is the wireless routing agent dedicated to scenarios where wireless
multihop routing (e.g., DSDV or DSR) is not desired. NOAH routing does not send any routing
related packets, and therefore supports only direct communication between the wireless nodes,
or between BS nodes and MN nodes. Apart from providing the routing support for non-MIP
mobility solutions, the NOAH extension improves also the wireless MIP model. The modifications
include support for overlapping service areas of BS and improved handover mechanism through an
intelligent selection of FAs.

FHMIP extension [Hsieh], is an example of a mobility extension based on both wireless MIP
model and NOAH extension that provides models for various mobility management schemes,
namely MIP, HMIP, FMIP, and FHMIP. FHMIP extension introduces new type of node, a MAP
node, which is a wired node with the MAP agent. The MAP node acts as an intermediate node
between the MN’s HA and current FA. The HA encapsulates packets destined to the MN and sends
them to the MAP node. The MAP node decapsulates packets incoming from the HA and encap-
sulates them again using the FA address. Finally, the FA can decapsulate packets and send them
directly to the MN. Additionally, FHMIP extension provides support for fast handovers.

Yet, it is important to stress that within the current state-of-the-art of ns-2, the support for non-
network-layer-based mobility schemes is not provided.

A.2.3 Multihoming in wireless scenarios

Simulation of multihomed wireless nodes has been one of the most challenging issues for the ns-2
community in the recent years. Currently, there are two principal extensions available, offering sup-
port for simulations of nodes with multiple wireless interfaces. One of them is the IEEE 802.21 Me-
dia Independent Handover (MIH) platform [MIH-ns2], aiming at providing the solution that unifies
routing algorithm for different wireless interfaces models that were developed independently.

Second important solution is the MIRACLE ns-2 library, developed by the SIGNET Lab at the
University of Padova [MIRACLE]. MIRACLE library provides means for the interlayer communica-
tion and flexible multi-layer design, allowing not only simulations of wireless nodes with multiple
radio interfaces, but also making possible exchange of any type of message/structure/command
among modules/protocols.

As stated already in Section A.2.1, SCTP multihoming solution was intended to work exclusively
in the wired networks, due to the wired routing limitations. Indeed, if SCTP multihomed node is
used in a mixed wired-wireless scenario with the hierarchical routing, the following routing conflict
occurs, as reported in [Song, 2005]:

num_nodes is set 4
INITIALIZE THE LIST xListHead
Starting Simulation...
can’t read "Node_(5)": no such element in array
while executing
"return $Node_($id)"
(procedure "_o3" line 3)
(Simulator get-node-by-id line 3)
invoked from within
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"$self get-node-by-id [lindex $L 0]"
(procedure "_o3" line 14)
(Simulator compute-hier-routes line 14)
invoked from within
"$self compute-hier-routes "
invoked from within
"if [Simulator hier-addr?] {
$self compute-hier-routes
} else {
$self compute-flat-routes
}"
(procedure "_o3" line 2)
(Simulator compute-routes line 2)
invoked from within
"[Simulator instance] compute-routes"
(procedure "Agent/rtProto/Static" line 2)
(Agent/rtProto/Static init-all line 2)
invoked from within
"Agent/rtProto/Static init-all"
invoked from within
"if [info exists rtprotos_] {
foreach proto [array names rtprotos_] {
eval Agent/rtProto/$proto init-all $rtprotos_($proto)
}
} else {
Agent/rtProto/St..."
(procedure "_o191" line 3)
(RouteLogic configure line 3)
invoked from within
"[$self get-routelogic] configure"
(procedure "_o3" line 5)
(Simulator run line 5)
invoked from within
"$ns_ run"
(file "mixed-wired-wireless-sctp.tcl" line 215)

Therefore, there are currently two possible solutions to provide simulations of the SCTP in
handover scenarios: (1) either to adapt the SCTP code, so it can co-operate with one of the multi-
homed platforms presented in this section, or (2) to re-use Charlie Perkins’ approach from the
initial MIP implementation [Perkins], and exploit wired nodes and links that fully cooperate with
SCTP, to model wireless channels. Author of this dissertation opted to employ the latter option,
mainly because of the fact that at the time he started working on his dissertation any of the two
multihome-capable platforms presented here were not yet available.

A.2.4 Proposed solution

In order to supply simulations of SCTP in handover scenarios using wired nodes and links objects,
there are several changes that must have been applied to the ns-2 (Section A.3 specifies full list of
the modified files). A new model of the wireless channel has been provided, based on a modified
link model, named ARQLinearErr link, illustrated in Fig. A.3. The most important change lies in
adaptation of the link characteristic to that of a wireless link. Therefore, packets arriving at the link
are marked as erroneous in the link delay module, but not dropped. Eventually, packets marked
as corrupted are dropped at the drop target of the loss module that is attached after the link delay
module, so the link delay is applied to all packets, also these corrupted ones. To facilitate packet
drop after the link delay module a special inst-procedure endlink-lossmodel was created.
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Figure A.3: Wireless channel model - ARQLinearErr link.

The wireless channel simulated using ARQLinearErr link model is characterized by a constant
physical bit-rate, mean packet error rate (PER) that is either fixed or linearly degrading in function
of time, and number of retransmissions for radio blocks. This model does not deal with radio
specific settings for transmission control, signal-to-noise (SNR), etc.
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Another important aspects that need to be commented is the construction of the handover
schemes. SCTP code provides primitive set-primary-destination for forcing the primary path change
that can be reused for handover purposes. Using that primitive, simulations for all SCTP-based
handover schemes described in this dissertation have been provided.

A.3 List of the modified files

The modifications were applied to the following files (all given paths are relative to $NS PATH):

/Makefile
/link/delay.cc
/link/delay.h
/queue/errmodel.cc
/queue/errmodel.h
/sctp/sctp.cc
/sctp/sctp.h
/sctp/sctp-cmt.cc
/sctp/sctp-cmt.h
/tcl/lib/ns-default.tcl
/tcl/lib/ns-lib.tcl
/tcl/lib/ns-link.tcl
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