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Summary
A Block Transmission and Acknowledgement (BTA)

scheme, also called Block ACK, has been proposed in
the IEEE 802.11e wireless LAN (WLAN) specifica-
tion to improve efficiency of the medium access control
layer. The idea of the BTA scheme is to transmit multi-
ple data frames followed by only one acknowledgment
frame in a transmission block. In this paper, we present
a theoretical model to evaluate the saturation through-
put for the BTA scheme under error channel conditions
in the ad-hoc mode, validated with simulations. We
show some advantages of BTA over the legacy MAC,
and analyze how to select a proper number of frames
for each transmission block. Results show that BTA is
particularly effective in very high-speed wireless net-
works, and it is important that the number of frames in
each block is negotiated before transmissions to provide
better efficiency.

KEYWORDS:medium access control (MAC); wire-
less ad-hoc networks; Block ACK (BTA)

1 Introduction

Wireless ad-hoc networks have received significant at-
tentions, partially due to their flexibility and low cost.
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Most of researches in wireless ad-hoc networks focus
on the layer 3, i.e., routing protocols. Whereas, medium
access control (MAC) is another major aspect for de-
signing wireless ad hoc networks. Currently, the most
popular MAC protocol for ad-hoc is the one designed
for the IEEE 802.11 Wireless Local Area Networks
(WLAN) [1, 2], mostly due to the fact that it is the only
available protocol in reality although there are plenty
protocols proposed in the literature for academic re-
search purposes, and they are not likely implemented
in the real world.

The IEEE 802.11 standard [3] defines two MAC
access methods: a distributed coordination function
(DCF) and an optional point coordination function
(PCF). This paper focuses on using the DCF in ad hoc
mode, while the PCF is hardly implemented in reality.

The IEEE 802.11 DCF protocol adopts carrier sense
multiple access with collision avoidance (CSMA/CA)
with binary exponential backoff, in which overhead of
the MAC and Physical (PHY) layers is a major obsta-
cle to system efficiency. The overhead includes back-
off time, inter-frame spaces , acknowledgement frame
(ACK), and MAC and PHY layer headers, etc [4, 5].

Much work in IEEE 802.11 has been done to opti-
mize the backoff process [6, 7, 8, 9]. However, the
backoff process cannot avoid possible collisions and
idle slots due to its randomized characteristic. On the
other hand, even without the problem caused by the ran-
domized backoff, the overhead is not negligible, and it
is particularly important when data rates are very high
[4, 5].

To mitigate the impact of the overhead, a Burst ACK
scheme has been proposed in [10]. In the Burst ACK
scheme, only the first frame in a burst contends for the
channel access. Once a station obtains a transmission
opportunity, it sends out multiple frames in a burst with-
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out contending the channel again. Each frame is imme-
diately acknowledged by an ACK frame. Thus, there
are multiple data and multiple ACK frames in a trans-
mission burst.

Recently, a new scheme based on the Burst ACK is
proposed in 802.11e, which is known as block ACK
(BTA) [11]. In the BTA scheme, multiple data frames
are sent out when a channel access chance is obtained,
and they are acknowledged by only one ACK frame at
the end of the transmission block. In this way, higher ef-
ficiency is expected. Other very related work includes
concatenation schemes [12, 13], packing and aggrega-
tion schemes [14, 15] and the AFR scheme [16, 17].

Although many analytical models have been pro-
posed for the legacy DCF scheme (e.g., [18], [19],
[20]), few prior work has studied the performance for
this BTA scheme. In [5], authors investigate the ideal
case throughput for the BTA scheme. The saturation
throughput of the BTA scheme in an infrastructure net-
work is studied in [21] with the assumption that the
channel is error-free.

To the best of our knowledge, none of the existing
work has focused on the ad-hoc performance of the
BTA scheme in a noisy environment. Thus, we pro-
pose an analytical model called BTA-MODEL which is
an extension of the DCF model proposed in [18]. The
key observation that enables our extension is that each
transmission block in BTA can be treated as a single
frame of the DCF. The validation of this BTA-MODEL
is verified throughNS-2simulations. Using this model,
we first show advantages of BTA over the legacy MAC,
then analyze how to select a proper block size for the
BTA scheme, and describe a protective mechanism in
which the number of frames in each block is negotiated
before transmissions.

The rest of this paper is organized as follows. The
legacy DCF and Burst ACK schemes are introduced in
Section 2. In Section 3, we introduce the BTA scheme.
The analytical model for BTA is then described in Sec-
tion 4. Section 5 presents our implementation of the
BTA scheme and introduces the corresponding analysis
based on the results from both simulations and the pro-
posed model. Finally, Section 6 concludes this paper.

2 The Legacy Schemes

2.1 The DCF Scheme

In the legacy DCF scheme, a station (STA) can transmit
a frame after observing an idle medium for a distributed
inter-frame space (DIFS) plus a backoff duration. If this
frame is received correctly, then the destination within
the same range sends back an ACK frame after a short
inter-frame space (SIFS) period, which is the interval
needed by the physical (PHY) layer to turn from the
receiving state to the transmission state. All the other
STAs defer the channel contention until the end of the
ACK transmission. After that, the destination and all
the other STAs defer a DIFS duration before counting
down their backoff counters for the next round of trans-
mission.

Possible collisions and transmissions errors make the
MAC layer protocol complicated. In this paper, we
define acollision as the event that at least two STAs
start transmission at the same time and the receivers
can not decode frames correctly. We define anerror
as the event satisfying the following two conditions at
the same time. First, there is one and only one STA
transmitting but the channel is so noisy that the des-
tination can not decode the whole frame successfully;
second, although the PHY layer has detected errors, it
still completes the reception and transfers the received
error frame to MAC, which detects the error by using
checksum. According to this definition, anerror in this
paper is a MAC layer frame transmission error instead
of a normally used PHY concept1.

In the case of collisions or errors, all the STAs ex-
cept the sender defer their own transmission attempts
for an EIFS duration. The duration of EIFS is the sum
of a SIFS, a DIFS and an ACK transmission interval,
i.e.,TEIFS = TSIFS + TPHY hdr + TACK + TDIFS .
The sender waits for the potential ACK until an ACK
timeout event, and then defers a backoff interval before
a retransmission. Notations used in this paper are listed
in Table 1.

The total length of the backoff period is the prod-
uct of the slot time2 and a random number uniformly

1In reality, errors may be also due to collisions if the PHY layer
is able to receive the transmission from multi-users simultaneously or
there are hidden terminals. Then anerror can be defined as the event
that although the receiver’s PHY completes a reception, the frame that
MAC receives still contains errors. Acollision can be defined as the
event that the receiver can detect the coming signals but the reception
is always interrupted.

2Slot time is PHY dependent. The length of the slot time is 9µs
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n Number of STAs
TCW Average backoff duration
TSIFS Time duration of SIFS
TDIFS Time duration of DIFS
TEIFS Time duration of EIFS
Tf Time duration to transmit a frame in BTA
Tdata Time duration to transmit a frame in DCF
Tbar Time duration to transmit a BAR frame
Tba Time duration to transmit a BA frame
Tack Time duration to transmit an ACK frame
TPHY hdr Time duration for PHY header
δ Propagation delay
σ Idle slot duration
Lpld MAC layer payload size in BTA (bytes)
Lf MAC layer frame size in BTA (bytes)
LCRC CRC size (bytes)
Ldata MAC layer frame size in DCF (bytes)
Lack MAC layer ACK frame size (bytes)

Table 1: Notations

chosen from the range of[0, CW − 1], whereCW
is the current contention window size when the back-
off number is generated. Note that the backoff pe-
riod for one station may overlap several transmission
blocks. CW is doubled after each failed transmission
until the maximum contention window sizeCWmax is
reached. After each successful transmission,CW is re-
set to the minimum contention window sizeCWmin,
whereCWmin ≤ CW ≤ CWmax.

In a CSMA/CA-based scheme, the overhead of MAC
and PHY is the main reason for system inefficiency.
To show the inefficiency caused by overhead, we first
calculate and present the MAC efficiency of the legacy
DCF based on an ideal case assumption. In the ideal
case, the channel is assumed perfect, i.e., neither errors
nor collisions occur, and in any transmission cycles,
there is only one active STA which always has back-
logged3 frames to transmit. The receiver responds with
ACKs, and the other STAs only sense the channel and
wait. We can define the average length of the backoff
asTCW = (CWmin − 1) · σ/2, whereσ stands for the
idle slot duration. T Then, the ideal throughputSDCF

ideal

can be defined as follows [5]:

SDCF
ideal =

8 · Ldata

TDIFS + TCW + Tdata + TSIFS + TACK + 2δ
.

(1)

for IEEE 802.11a [25]. In this paper, we use a generic slot time, which
is the same as that defined in IEEE 802.11 if the channel is idle, but
if the channel is busy, our generic slot time is defined as the duration
in which the channel is sensed busy.

3A frame is said to be backlogged if it is in the queue between the
MAC and its upper layer waiting to be transmitted.

SIFS (µs) 16
Slot time (σ) (µs) 9
DIFS (µs) 34
PHYhdr (µs) 20
CWmin 16
CRC (bits) 32
Propagation delay (δ) (µs) 1
Symbol delay (µs) 4
PHY rate (Mbps) 54·k (k=1,2,3,...)
Retry limit 4
Frame size (bytes) 1024

Table 2: The MAC/PHY parameters used in this paper.
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Figure 1: The MAC efficiency of the legacy DCF in
the ideal case with a 1024-byte frame size. The x-axis
represents the PHY rate. The y-axis represents the ratio
of the ideal throughput to the PHY rate.

The parameters are listed in Table 2.
Using Equation (1), we illustrate in Fig. 1 the

MAC efficiency while the PHY rate is increased from
54 Mbps to 432 Mbps. Here, the MAC efficiency rep-
resents the ideal throughput normalized to the PHY
rate. As illustrated in the figure, the efficiency de-
creases dramatically as the PHY rate increases. More-
over, even though the PHY rate is infinitely high, the
MAC throughput is still bounded [5].

2.2 The Burst ACK Scheme

In the Burst ACK scheme proposed in [10], only the
first frame in a burst contends for the channel access.
Once the STA obtains the transmission opportunity, it
sends out multiple frames in a burst without contend-
ing the channel again. As illustrated in Fig. 2(b), each
frame is immediately acknowledged by an ACK frame.
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Thus, there are multiple data frames and multiple ACK
frames in a transmission burst. It may be more effec-
tive than DCF due to the fact that the frames and ACKs
share a same transmission opportunity, which decreases
the overall probability of collisions.

3 The 802.11e Block ACK Scheme

A Block ACK (BTA) scheme is proposed in the IEEE
802.11e specification [11]. In the BTA scheme, a block
of frames sent to the same destination is allowed to
be transmitted without being acknowledged, and each
frame is back-to-back separated by a SIFS period. Thus
the backoff process is generated for a transmission
block instead of a single frame, shown in Fig. 2(c).
After the block, a block acknowledge request (BAR)
frame is initiated by the sender to enquire which frames
have been received successfully, and then a block ac-
knowledge (BA) frame is sent back by the receiver to
answer this enquiry.

Upon receiving the BA frame correctly, the sender
should defer a DIFS interval and a backoff process be-
fore sensing the channel again. Meanwhile, all the other
STAs should wait until the end of the BA transmission,
and then defer another DIFS interval before counting
down their backoff counters for the next round of trans-
mission.

If two or more STAs start transmissions in a same
slot, a collision occurs. Each of them sends out a whole
block and a BAR frame, and then waits for the BA
frame. The receivers shall not send back the BA frames
if they can detect the collisions; otherwise more than
one BA frames will be sent back to the senders. In nei-
ther cases, the senders can receive the BA frames suc-
cessfully, and thus the senders have to retry their trans-
missions.

DIFS SIFS ACK

backoff

(a) The legacy DCF scheme

FramePHYhdr

SIFSFrame

transmission burst

(b) The Burst ACK scheme

DIFS

backoff

PHYhdr

SIFS
Block

Ack
Frame SIFS

transmission block

BlockAck

Request
SIFS

(c) The Block ACK (BTA) scheme

DIFS

backoff

PHYhdr PHYhdr Frame

ACK SIFSFramePHYhdr ACK

Figure 2: The three schemes considered in this paper.

In the erroneous case, a sender sends out a whole
block and a BAR frame. The receiver then sends back
a BA frame to indicate which frames are successfully.
If the sender receives the BA frame successfully, those
correctly transmitted frames in the block will be re-
moved from the sending queue and a new block will
be constructed for the next round of transmission.

3.1 Frame Formats

Fig. 3(a) shows the format of a BAR frame. There
are two new fields in the BAR frame. TheBAR con-
trol field is shown in Fig. 3(b). This field is used for
quality-of-service negotiation between MAC and its up-
per layer. TheBlock ACK Starting Sequence Control
field is shown in Fig. 3(c). The last 12 bits of this field
are used to record the first frame’s sequence number in
a block, the first 4 bits are reserved for further usage.

Reserved

12 bits 4 bits

(b) BAR Control field

Frame

control
Duration

Receiver

Address

Sender

Address
BAR Control

2 2 6 6 2

(a) Block ACK Request packet

CRC

4

TID

2

Block ACK Starting

Sequence Control

Starting Sequence Number

12 bits4 bits

(c) Block ACK Starting Sequence Number field

Fragment

Number

Figure 3: Format of the Block ACK Request frame.

To inform the sender which frames have been lost in
a block, aBlock ACK Bitmapfield is designed in the
BA frame as illustrated in Fig. 4. It is a 128-byte field,
and thus it can support up to128 × 8 = 1024 frames
in a single block. TheBlock ACK Starting Sequence
Control field is used to indicate to which BAR this BA
frame responds.

Frame

control
Duration

Receiver

Address

Sender

Address
BA Control

2 2 6 6 2

CRC

42

Block ACK Starting

Sequence Control

128

Block ACK

Bitmap

Figure 4: Format of the Block ACK frame.

3.2 Discussions

We have the following observations and discussions.
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• BTA and previous schemes differ in the follow-
ing ways. Firstly, the unit of transmission in the
BTA scheme is a block, which is consisted of mul-
tiple data frames and one ACK. The unit of trans-
mission in the DCF is a data frame and an ACK
frame, and in the Burst ACK scheme is a burst
which contains multiple data frames and multiple
ACKs. Therefore, the BTA scheme is expected to
be more effective. Secondly, in previous schemes,
a data frame is acknowledged immediately by an
ACK. In BTA, however, a modified sending queue
and a receiving queue are required to accommo-
date block transmissions.

• In the case of a collision, a whole block will be
retransmitted. Therefore, a protective mechanism
is needed to solve this problem. In such a mecha-
nism, the number of frames (the block size) in each
block is negotiated between the sender and the re-
ceiver. In an infrastructure mode, the protection
can be accomplished by the access point (AP). AP
periodically broadcasts the start time and the block
size to all the STAs. In an ad-hoc network, how-
ever, the protection has to be done in a distributed
manner. To this aim, IEEE 802.11e [11] proposes
two ways as follows. First, a similar method as
Request-To-Send (RTS)/Clear-To-Send(CTS) can
be used, i.e., before each block transmission, the
sender sends anAdd Block ACK Requestframe to
the receiver which should respond with an ACK,
and then the receiver sends anAdd Block ACK Re-
sponseframe to the sender. Another and better so-
lution is to acknowledge each block’s first frame,
in which the block size is carried. Interestingly, the
protective mechanisms proposed for the block size
can also be used to mitigate the collision problem
mentioned before.

• BTA can be used as a solution for the multi-rate
fairness problem in CSMA/CA-based networks.
Recently, [23] has shown that a CSMA/CA-
based network distributes transmission probabil-
ities fairly amongst all the STAs. In networks
where STAs have different PHY rates, this char-
acteristic is actually not fair for faster STAs in
the sense that they should be able to achieve
higher throughput than the slower ones. BTA can
be used to mitigate this problem by transmitting
more frames back-to-back for faster STAs than for
slower ones.

• Finally, it can be seen that the BTA scheme oper-
ates in a similar way to the legacy DCF. In par-
ticular, we may treat a block in the BTA scheme
as a frame in the DCF because both of them are
considered as a unit of operation. This understand-
ing suggests that it is possible to extend previous
analysis which was designed for the legacy DCF
to study the BTA scheme. The similar technique
has also been used in [13].

4 An Analytical Model for BTA
Scheme

In this section, we present an analytical model to com-
pute the saturation throughput for the BTA scheme un-
der an error channel.

We consider an ad-hoc network where all the STAs
can hear each other, i.e., one-hop ad hoc network. In
such an area, collisions occur only when at least two
STAs start transmissions at the same time. A transmis-
sion error occurs when there is only one STA which is
transmitting in a given slot, but the transmission can not
be received correctly because of channel noise. We as-
sume that the PHY headers are always transmitted suc-
cessfully given the fact that they are usually transmitted
at the basic hence the safest rate [3]. We also assume
that the transmissions of the BAR and BA frames are
always successful.

4.1 Saturation Throughput

Based on previous work [18], [19] and [20], we have
designed an analytical model for the BTA saturation
throughputSBTA, which is defined as the payload size
of the successfully transmitted frameE[Lpld] in an ex-
pected slot durationE[T ].

SBTA =
E[Lpld]

E[T ]
. (2)

We first compute the expected slot durationE[T ].
There are four types of durations in the BTA scheme
as shown in Fig. 5.

• If none of the STAs transmit any frames, they all
wait for a durationTi = σ, whereσ corresponds
to the idle slot interval.

• Let TS denote the duration during which a whole
block is transmitted successfully. In this case, only
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one STA transmits frames and its transmission is
always successful. The channel state shall be kept
busy in a duration which is equal to the duration
of a block of frames’ transmission plus (Nb − 1)
SIFSs, a BAR and a BA transmission, whereNb

denotes the block size.

• Let TE be the duration in which at least one frame
in a block is corrupted due to the channel errors.
The sender shall not stop the transmission and the
receiver shall respond with a BA frame. The other
STAs defer a block and a DIFS duration.

• Let TC denote the collision duration in which at
least two STAs start transmission simultaneously.
In this case, no BA frames are initiated by the re-
ceivers. All the other STAs except the senders
and the receivers defer for an EIFS (TEIFS =
TSIFS + TPHY hdr + Tba + TDIFS) interval.

The slot durations can be expressed as follows:

TI = σ

TS = Nb · (Tf + TSIFS) + TDIFS +

(Tbar + TSIFS + Tba) + (Nb + 2)(TPHY hdr + δ)

TE = TS

TC = Nb · (Tf + TSIFS) + TEIFS +

(Tbar + TSIFS + Tba) + (Nb + 1)(TPHY hdr + δ).

We then turn to calculate the corresponding possibili-
ties for the slot durations. Letτ andn denote a STA’s
transmission probability in a slot and the number of
STAs in the system, respectively.

First, for an idle slot, a single STA does not attempt
transmission with probability(1 − τ), and then all the
n STAs in the system keep silent with probabilityPI =
(1− τ)n as shown in Equation (3).

SIFS BAFrame SIFSBARSIFS DIFSPHYhdr PHYhdr Frame PHYhdr PHYhdr

T
I

T
S

SIFS BAFrame SIFSBARSIFS DIFSPHYhdr PHYhdr Frame PHYhdr PHYhdr

T
C
:  all frames corrupted

Idle

Success

Collision

Error
SIFS BAFrame SIFSBARSIFS DIFSPHYhdr PHYhdr Frame PHYhdr PHYhdr

T
E
:  some frames corrupted

Figure 5: Time durations in the BTA scheme

Second, letpbta
e denote a single STA’s error probabil-

ity for an entire block, and then the successful probabil-
ity can be expressed as in Equation (4). Similarly, we
get the system error probabilityPE in Equation (5).

Finally, since these four events (idle, success, col-
lision and error) are mutually exclusive [27], collision
probability for a system can be defined as in Equation
(6).

PI = (1− τ)n (3)

PS = n · (τ(1− τ)n−1) · (1− pbta
e ) (4)

PE = n · (τ(1− τ)n−1) · pbta
e (5)

PC = 1− PI − PS − PE . (6)

Let pe denote the frame error rate (FER) of a frame.
The probabilitypbta

e can be expressed as:

pbta
e = 1− (1− pe)Nb . (7)

pe can be computed if the bit error distribution is
given. We use the discrete-time, memory-less Gaussian
channel as an example. In such a channel, the bit errors
independently and identically distribute over a frame
[22]. Let Lf andpb denote the frame size and the bit
error rate (BER), respectively.pe is defined as:

pe = 1− (1− pb)Lf , (8)

where thepb is assumed to be known by the MAC layer.
In reality, it can be measured by the PHY layer. If the
pb measurement is not available,pe can be measured
instead since it is easier for the PHY layer.

Although the memory-less Gaussian model is un-
able to capture the fading characteristics of the wireless
channel, it is widely used in modelling wireless MAC
layers since the focus here is the MAC protocol itself.
Moreover, if interleaving is employed, the BER will be-
come Gaussian-like.

So far we have known all the variables except proba-
bility τ in Equations (3-6). Letpf denote the probabil-
ity of doubling contention window after a failed trans-
mission. The probabilityτ can be expressed as a func-
tion of pf , and we can find another function ofτ for pf .
Both of them are obtained from a Markov chain that
is similar to the one in Bianchi’s paper [18]. We will
explain this Markov chain in Appendix.

Finally, all the variables in Equations (3-6) have been
defined. The saturation throughputSBTA can then be
expressed as:

SBTA =
PS ·Nb · Lf + PE · E[L]

PITI + PSTS + PETE + PCTC
, (9)

whereE[L] stands for the expected frame size success-
fully transmitted in an erroneous case. Leti denote the
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number of the corrupted frames. Based on the same
time-less Gaussian assumption,E[L] can then be ex-
pressed as:

E[L] =

Nb∑

i=1

(Nb

i

)
· (pe)

i · (1− pe)
Nb−i · (Nb − i) · Lf . (10)

5 Evaluation

We implemented the BTA scheme in the network sim-
ulator NS-2[24] to validate our analytical model. The
simulation parameters are listed in Tables 2 and 3.

First, in the NS-2 version 2.27, the PHY headers
are transmitted with the same rate as the data frames.
However, the IEEE 802.11a [25] specifies that the PHY
headers should be transmitted with a low data rate
but within 20µs no matter what the data part length
is. We revised theNS-2codes according to the IEEE
802.11a specification. Second, all the STAs are placed
within the same range so that there are no hidden termi-
nals. Furthermore, we need to ensure that all the STAs
achieve the same throughput because all of them are
modeled by a single Markov chain in the BTA-MODEL
Note that a same throughput for all the STAs is also re-
quired in Bianchi’s model [18]. To gauge whether this
fairness goal is reached in theNS-2simulations, we use
the fairness indexI, a real value between 0 and 1, de-
fined as follows [26]:

I =
(
∑n

i=1 Si)
2

n ·∑n
i=1 S2

i

, (11)

wheren stands for the number of STAs andSi denotes
the throughput of STAi. When each STA achieves ex-
actly the same throughput,I is equal to 1. In our sim-
ulations, we run each test for a duration that is long
enough to obtain a fairness indexI close to 1. If only
one STA happens to dominate the channel entirely,I
approaches1/n.

Finally, we introduce our implementation in the fol-
lowing. A bitmap array, a sending queue (Sq) and a
receiving queue (Rq) are used. Thebitmap arrayis for
recording the number of frames that have been trans-
mitted successfully. TheSqand theRqare used to save
frames temporarily at the MAC layer. For convenience,
let hSq, tSq, hRq, andtRq denote the head of theSq, the
tail of theSq, the head of theRq, and the tail of theRq,
respectively.

The sender stores a frame from the upper layer at the
tSq, and checks whetherNb (the block size) frame have
been transmitted. If so, it constructs a BAR frame at the
MAC layer and transmits it. Otherwise, the first frame
at thehSq shall be popped out and be transmitted.

On reception of a data framefj , the receiver checks
its correctness and updates accordingly thebitmap ar-
ray whose length is equal toNb. Thenfj is appended
at thetRq if it has not been received before. Iffj has
been in theRq but marked as ’corrupted’, the receiver
updates its flag.

Upon receiving a BAR frame, the receiver responds
with a BA frame containing thebitmap array. Then
the bitmap arrayshould be reset for the next round of
receiving, and all the correctly received frames in the
Rqare transferred to the upper layer.

After receiving a BA frame, the sender removes all
the frames that have been received successfully from
theSq. TheCW size will be reset for both successful
and erroneous transmissions.

In the case of collisions, receivers do not initiate the
BA frames. Then after a transmission block, a sender
waits until the BAR timeout and retransmits the entire
block.

5.1 Results

In this section, we introduce the results from theNS-2
simulations and the theoretical analysis. First, we com-
pare the results from the analysis and the simulations
to show that the model we developed in Section 4 is
correct. Second, we compare the BTA scheme with the
legacy DCF scheme to show the superiority of the for-
mer one. Third, using the theoretical model, we analyze
the most important characteristic of the BTA scheme,
i.e., the block size of BTA.

5.1.1 Model Validation

We validate the BTA model in two ways. Firstly, a 10-
STA ad-hoc WLAN is simulated, in which each STA
has a PHY rate of 6Mbps and a UDP traffic rate of
6Mbps. BAR and BA frames are also transmitted at
6Mbps. Other parameters are listed in Tables 2 and 3.
We plot the results from the simulation and the model
in which the block size is increased from 1 to 16. The
results are illustrated in Fig. 6(a), which shows that that
the results of our model matches well the results of the
simulations.

Secondly, we fix the block size and increase the num-
ber of STAs in this network. The corresponding results
are plotted in Fig. 6(b). Again, our proposed model
works well as the channel becomes highly loaded.

7



1 2 4 8 16
1

2

3

4

5

6

The block size

T
hr

ou
gh

pu
t

Model, BER=10−5

Model, BER=10−6

Simulation, BER=10−5

Simulation, BER=10−6

(a)

10 20 30 50 80
1

2

3

4

5

6

The number of STAs

T
hr

ou
gh

pu
t

Model, BER=10−5

Model, BER=10−6

Simulation, BER=10−5

Simulation, BER=10−6

(b)

Figure 6: Model validation: The parameters are listed in Table 2 and 3.

Fig. 6(a) Fig. 6(b) Fig. 7(a) Fig. 7(b) Fig. 8(a) Fig. 8(b)
Number of STAs 10 varied 10 varied 10 10
Block size varied 8 varied 16 varied varied
Application rate (Mbps) 6 6 - - varied 54
PHY data rate (Mbps) 6 6 216 216 varied 54
BAR/BA rates (Mbps) 6 6 216 216 varied 6
BTA Sq (frames) 20 20 - - - -
BTA IFQ (frames) 10 20 - - - -

Table 3: The parameters used in the simulations and the analysis.
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Figure 7: (a) Throughput: BTA-MODEL vs DCF-MODEL while increasing the block size. (b) Throughput:
BTA-MODEL vs DCF-MODEL while increasing the number of STAs. The y-axis represents the ratio between
the MAC throughput and the PHY rate. The MAC/PHY parameters are listed in Tables 2 and 3.
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5.1.2 Comparison with DCF

As a first application of the designed model, we use it
to compare BTA with the legacy DCF scheme. To this
end, a model for the legacy DCF scheme is required.
We use the DCF-MODEL that has been developed and
validated in our previous work [20].

In both schemes, the definitions of collision and error
are the same, and only the data frames can be corrupted
in the case of errors. The BAR and BA frames in the
BTA scheme and the ACK frames in the legacy DCF
are always transmitted correctly.

Meanwhile, the DCF-MODEL has two differences to
the BTA-MODEL. First, ACK duration is used instead
of the BAR and BA durations. Second, EIFS rather
than DIFS is deferred for the erroneous transmission,
andTEIFS = TSIFS + TPHY hdr + Tack + TDIFS .
Thus, the slot durations for the DCF-MODEL are4:

TI = σ

TS = Tdata + TSIFS + Tack + TDIFS + 2(TPHY hdr + δ)

TE = TPHY hdr + Tdata + TEIFS + δ

TC = TE .

(12)

The corresponding probabilities are listed in (13).
Then the saturation throughput for the legacy DCF
(SDCF ) can be expressed as in Equation (14). Readers
please read [20] for details of the DCF-MODEL under
an error channel.

PI = (1− τ)n

PS = n · (τ(1− τ)n−1) · (1− pe)
PE = n · (τ(1− τ)n−1) · pe

PC = 1− PI − PS − PE .

(13)

SDCF =
PS · Ldata

PITI + PSTS + PETE + PCTC
. (14)

To compare both schemes, we first use a 216Mbps
PHY rate for both of them. In Fig. 7(a), as the block size
increases, BTA achieves considerable higher through-
put than that of the DCF. If there is only one frame in a
block, the performance of BTA is lower than DCF. The
reason is that BTA has two control frames (BAR and
BA) for only one frame, but DCF uses only one (ACK)
for this purpose.

Then, we compare them in ad-hoc networks while in-
creasing the traffic load. In this simulation, each STAi

4The DCF-MODEL in [20] has five time durations because trans-
mission errors of ACK frames are also considered.

has a single UDP link to STAi+1. The results are illus-
trated in Fig. 7(b). It can be seen that the BTA scheme
always achieves higher throughput than the legacy DCF
as the number of STAs increases from 5 to 80.

5.1.3 The Block Size

An important question for BTA is how to choose a
proper block size, or whether it is possible to find an
optimal block size, which always provides the best per-
formance. We investigate this issue in this section.

Firstly, we plot the results in Fig. 8(a) showing the
performance improvement of BTA over DCF under sat-
urated channel conditions, with an increased block size
from 1 to 64 bytes. Two interesting observations are ob-
tained: First, a block size of16 is good enough, where
larger block sizes (e.g.,32 and 64) introduce minor
improvements. Thus, we recommend that the optimal
block size in a saturated network is16 under the cur-
rent parameter setting. Second, for STAs with 6Mbps,
54Mbps and 108Mbps, the BTA scheme is not effective
because it only achieves negligible improvement (less
than10%) over the legacy DCF scheme. Note that the
frame size used in this example is 1024 bytes. With
smaller frames, the improvement of BTA over DCF is
higher. This second observation is due to the fact that
one advantage of BTA comes from reducing the over-
head caused by multiple ACKs, whose impacts become
comparatively larger when the frame size is smaller, or
when the PHY data rate is very high. Thus, the conclu-
sion that can be drawn here is that BTA is very effective
in a high-speed network.

Secondly, we turn to exploit the optimal block size in
a non-saturated case where frames are generated infre-
quently. As in Fig. 8(b), the x-axis represents the block
size, the three curves represent the case where there are
4, 8, and 16 frames in average available in the Sq before
a block transmission, respectively. Each curve has a
peak which represents there aren frames in each block
while the block size is alson. The left side on the peak
represents the results when there are more frames in the
sending queue than the block size, the leftist parts of the
three curves are overlapped since they have the same
value; the right side on the peak represents the cases
where there are less frames in the sending queue than
the expected block size.

Note that, these curves decrease rapidly on the right
side, which means if we use a larger block size than
the available number of frames in the Sq, the efficiency
of BTA decreases dramatically. To further explain this
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Figure 8: (a) Optimal number of frames in a block for a saturated case. (b) Optimal number of frames in a block
for a non-saturated case. The parameters are listed in Tables 2 and 3.

phenomenon, let us look at the three points in circles.
All these three points are for the cases where the block
size is16, but the upper point represents the improve-
ment of BTA over DCF when there are16 frames avail-
able in the Sq, the middle and the lowest ones for8
and4 frames available, respectively. It can be seen that
for the latter two cases, the block size of16 leads to
negative improvement (−20% and−60%). That is, the
BTA scheme should not be used. In another word, a
block size of16 is not the optimal value anymore in the
non-saturated cases. Similarly,4 or 8 are not qualified
for the optimum neither if there are not enough frames
available.

However, this figure has already told us the way to
optimize the efficiency, that is to find the peaks for
each curves. For example, if there are always8 frames
available, due to the sharp peak of the curve, the only
promising block size is8 (the point in the square), thus
a mechanism should be designed to negotiate the block
size between the sender and the receiver, and this should
be done by a per-block basis.

Two methods has been proposed in 802.11e for this
purpose [11]. First, before each block transmission, a
RTS/CTS-like mechanism is used to exchange the block
size. Second, the first frame in each block must be ac-
knowledged by a special ACK frame. In this second
method, the first frame needs to carry the block size in-
formation, and the special ACK must be received before
transmitting the other frames in the block.

5.1.4 Summary

First, the optimal block size is recommended to be
16 bytes if channel is saturated, i.e., there are always

enough frames in a sender queue.
Second, in situations where there is no guarantee that

enough frames are available, a protective mechanism is
required for negotiating the actual block sizes. This is
of vital importance for BTA in ad-hoc networks.

6 Conclusion

In this paper, we presented an analytical model for the
BTA scheme with ad-hoc scenarios under noisy chan-
nel environments. Various simulations are conducted to
validate the proposed model. The model is then used to
compare the BTA scheme with the legacy DCF, and to
determine the optimal block size under different chan-
nel conditions.

Appendix: The Markov Chain

In [18], Bianchi first introduced a bi-dimensional
stochastic process{s(t), b(t)} to model the backoff be-
havior of the legacy DCF. Processb(t) represents the
backoff counter, and it is decremented at the beginning
of each slot. For an idle slot, the time scale ofb(t) cor-
responds to a real slot time. In a collision slot, how-
ever, b(t) is frozen for the duration of this transmis-
sion. Wheneverb(t) reaches zero the STA transmits
and starts another round of backoff regardless of the
outcome of the transmission. The new backoff starts
from a value selected randomly from 0 to the current
CW size. TheCW shall be reset after a successful
transmission and be doubled up to a maximum value
CWmax for corrupted cases. This implies thatb(t) de-

10



0,0 0,1 0,W
0
-2 0,W

0
-1

1,0

i-1,0

m,0 m,1 m,W
m

-2 m,W
m
-1

1 1 11

1 1 1

1

1,1

i-1,1

1

1-p
f

1-p
f

1-p
f

1,W
1
-2 1,W

1
-1111

i-1,W
i-1

-2 i-1,W
i-1

-111

i,0 1 i,1 i,W
i
-2 i,W

i
-111

1

1

11

1-p
f

(1-p
f
)/W

0

p
f
/W

1

p
f
/W

2

p
f
/W

i-1

p
f
/W

i

p
f
/W

i+1

p
f
/W

m

Figure 9: The Markov chain used in this paper

pends on the transmission history, therefore it is a non-
Markovian process. To overcome this, another process
s(t) is defined to track theCW size.

This bi-dimensional stochastic process is a Markov
chain under the following two assumptions. First, the
transmission probabilityτ is constant in every slot time.
Second, at each transmission attempt, regardless of the
number of retransmission, each frame is collided with
an independent constant probabilitypf .

Under these assumptions, the bi-dimensional
stochastic process{s(t), b(t)} forms a Markov chain as
shown in Fig. 9. In this chain, all the states are ergodic
because they are aperiodic, recurrent and non-null,
and thus a stationary solution exists [27]. Given the
stationary distribution, we can solveτ andpf with this
Markov chain as follows:

Let us derive the first formula betweenpf andτ . In
the above Markov chain,pf stands for the probability
that theCW size is doubled because of either collisions
or errors. Bianchi’s model assumes that there are no
transmission errors, sopf = pc = 1−(1−τ)n−1, where
n stands for the number of STAs in the system. We add
the impact of transmission errors in this paper. If the
CW is reset after an erroneous transmission, thenpf =
pc; if theCW is doubled, and thenpf = pc+pe−pc·pe,
wherepe is defined in Equation (8). In this paper, we
assume that the STA resets theCW size in the case of
errors by taking into account that transmission errors
occur when one and only one STA is transmitting.

Now, we introduce the second formula betweenpf

and τ . The transmission probabilityτ in a slot time
should be the sum of all the probabilities of the con-
tention window decreases to zero at all the backoff
stages, i.e.,τ =

∑m
i=0 bi,0 wherem is the maximum

backoff stage as defined byCWmax = 2m · CWmin,
andbi,0 is the probability of the contention window de-
creases to zero at the stagei. Bianchi’s model assumes
that a frame can be retransmitted with infinite times,
which is not in accordance with the IEEE 802.11 spec-
ification [3]. Wu et al. loose this assumption in their
work [19]. We in this paper use formulas similar to [19]
and [20] to solvebi,0.

Finally, with these two formulas, a closed form so-
lution for pf andτ is formed and both of them can be
solved. Therefore, we can calculate the probabilities in
Equations (3-6).
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