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Summary Most of researches in wireless ad-hoc networks focus

A Block Transmission and Acknowledgement (BTAPn the layer 3, i.e., routing protocols. Whereas, medium
scheme, also called Block ACK, has been proposedancess control (MAC) is another major aspect for de-
the IEEE 802.11e wireless LAN (WLAN) specificasigning wireless ad hoc networks. Currently, the most
tion to improve efficiency of the medium access contrpbpular MAC protocol for ad-hoc is the one designed
layer. The idea of the BTA scheme is to transmit multfer the IEEE 802.11 Wireless Local Area Networks
ple data frames followed by only one acknowledgme(/LAN) [1, 2], mostly due to the fact that it is the only
frame in a transmission block. In this paper, we presemtailable protocol in reality although there are plenty
a theoretical model to evaluate the saturation througsretocols proposed in the literature for academic re-
put for the BTA scheme under error channel conditiosgarch purposes, and they are not likely implemented
in the ad-hoc mode, validated with simulations. Wa the real world.
show some advantages of BTA over the legacy MAC, The IEEE 802.11 standard [3] defines two MAC
and analyze how to select a proper number of fram&scess methods: a distributed coordination function
for each transmission block. Results show that BTA (®§CF) and an optional point coordination function
particularly effective in very high-speed wireless netPCF). This paper focuses on using the DCF in ad hoc
works, and it is important that the number of frames imode, while the PCF is hardly implemented in reality.
each block is negotiated before transmissions to providerhe IEEE 802.11 DCF protocol adopts carrier sense

better efficiency. multiple access with collision avoidance (CSMA/CA)
KEYWORDSmedium access control (MAC); wire-with binary exponential backoff, in which overhead of
less ad-hoc networks; Block ACK (BTA) the MAC and Physical (PHY) layers is a major obsta-

cle to system efficiency. The overhead includes back-
) off time, inter-frame spaces , acknowledgement frame
1 Introduction (ACK), and MAC and PHY layer headers, etc [4, 5].

] ) o Much work in IEEE 802.11 has been done to opti-
Wireless ad-hoc networks have received significant ati,e the backoff process [6, 7, 8, 9]. However, the

tentions, partially due to their flexibility and low costyy5ckoff process cannot avoid possible collisions and

*Correspondence to: Tianji Li, Hamilton Institute, National Uni-Idle slots due to its randomized characteristic. On the

versity of Ireland at Maynooth, Co. Kildare, Ireland, Tel: +353-10ther hand, even without the problem caused by the ran-
7086273, Fax: +353-1-7086269. Email: Tianji.Li@nuim.ie domized backoff, the overhead is not negligible, and it

TThe work of Tianji Li was supported by the Science Foundatiqré ; ; i
articularly important when data rates are very high
Ireland under Grant 03/IN3/1396. [4 p5] y P yhg

tQiang Ni is now with Electronic & Computer Engineering, - .
School of Engineering and Design, Brunel University, West London, To mitigate the impact of the overhead, a Burst ACK
UK. Part of his work was done while he was with the Hamilton |nStischeme has been proposed in [10] In the Burst ACK

tute. : ;
§Yang Xiao is now with Computer Science Department, The Unls-Cheme’ Only the first frame Ir_] a burSt. contends for th.e
versity of Memphis, Memphis, TN 38152 USA, E-mail: yangxhannel access. Once a station obtains a transmission

iao@ieee.org. opportunity, it sends out multiple frames in a burst with-




out contending the channel again. Each frame isimm8- The Legacy Schemes
diately acknowledged by an ACK frame. Thus, there
are multiple data and multiple ACK frames in a tran2,.1 The DCF Scheme

mission burst. . .
In the legacy DCF scheme, a station (STA) can transmit

a frame after observing an idle medium for a distributed

Recently, a new scheme based on the Burst ACKiiger-frame space (DIFS) plus a backoff duration. If this
proposed in 802.11e, which is known as block ACKame is received correctly, then the destination within
(BTA) [11]. In the BTA scheme, multiple data framesghe same range sends back an ACK frame after a short
are sent out when a channel access chance is obtaiigéey-frame space (SIFS) period, which is the interval
and they are acknowledged by only one ACK frame aeeded by the physical (PHY) layer to turn from the
the end of the transmission block. In this way, higher efeceiving state to the transmission state. All the other
ficiency is expected. Other very related work includeSTAs defer the channel contention until the end of the
concatenation schemes [12, 13], packing and aggre§&K transmission. After that, the destination and all
tion schemes [14, 15] and the AFR scheme [16, 17]. the other STAs defer a DIFS duration before counting

down their backoff counters for the next round of trans-
) mission.

Although many analytical models have been pro- pgssiple collisions and transmissions errors make the
posed for the legacy DCF scheme (e.g., [18], [194AC layer protocol complicated. In this paper, we
[20]), few prior work has studied the performance fojefine acollision as the event that at least two STAs
this BTA scheme. In [5], authors investigate the ideaiart transmission at the same time and the receivers
case throughput for the BTA scheme. The saturatiggn not decode frames correctly. We defineearor
throughput of the BTA scheme in an infrastructure nefs the event satisfying the following two conditions at
work is studied in [21] with the assumption that théhe same time. First, there is one and only one STA
channel is error-free. transmitting but the channel is so noisy that the des-

tination can not decode the whole frame successfully;
To the best of our knowledge, none of the existinsel(lzond’ allthOUQr:' the PH.Y Iaye(rj has dfetectﬁd errors, g
work has focused on the ad-hoc performance of t & completes the receptlon and transfers the receive

error frame to MAC, which detects the error by using

BTA scheme in a noisy environment. Thus, we P %hecksum. According to this definition, arror in this

pose an analytical model called BTA-MODEL which is : | f o .
an extension of the DCF model proposed in [18] Thaperis a MAC layer frame transmission error instead
: o ", _of.a normally used PHY concépt
key observation that enables our extension is that eacrlln the case of collisions or errors. all the STAS ex-
transmission block in BTA can be treated as a single . L
frame of the DCE. The validation of this BTA-MODELcept the sender defer their own transmission attempts
) o : : . ) . for an EIFS duration. The duration of EIFS is the sum
is verified througiNS-2simulations. Using this model, fa SIFS. a DIFS and an ACK transmission interval
we first show advantages of BTA over the legacy MA(,O,e T " T e T 7 '
then analyze how to select a proper block size for th§~ * B1FS = Ls1rs + Ipayhir T 1ACK + I DIFS:.

; . .___1he sender waits for the potential ACK until an ACK
BTA scheme, and describe a protective mechamsm“m eout event, and then defers a backoff interval before
which the number of frames in each block is negotiate(qn - . L :
before transmissions aretransmission. Notations used in this paper are listed

' in Table 1.

The total length of the backoff period is the prod-

The rest of this paper is organized as follows. TH!t of the slot time” and a random number uniformly
Iegagy DCF and B.urS't ACK.schemes are introduced-in 1in reality, errors may be also due to collisions if the PHY layer
Section 2. .ln Section 3, we mFroduce the BTA S.Chemigable to receive the transmission from multi-users simultaneously or
The analytical model for BTA is then described in Segnere are hidden terminals. Thenamor can be defined as the event
tion 4. Section 5 presents our implementation of tHigat although the receiver’s PHY completes a reception, the frame that
BTA scheme and introduces the corresponding anal%‘@c receives still _contalns errors. éolllsm_n can be defined as the _

. . évent that the receiver can detect the coming signals but the reception
based on the results from both simulations and the p[9ajways interrupted.

posed model. Finally, Section 6 concludes this paper. 2Slot time is PHY dependent. The length of the slot time jss9




n Number of STAs SIFS (us) 16
Tew Average backoff duration Slottime @) (us) 9
TsiFs Time duration of SIFS DIFS (us) 34
Tpirs Time duration of DIFS PHYhdr (us) 20
TEIFs Time duration of EIFS CWnin 16
Ty Time duration to transmit a frame in BTA CRC (bits) 32
Taata Time duration to transmit a frame in DCF Propagation delaysj (us) | 1
Toar Time duration to transmit a BAR frame Symbol delay i5) 4
Tya Time duration to transmit a BA frame PHY rate (Mbps) 54k (k=1,2,3,...)
Tock Time duration to transmit an ACK frame Retry limit i —
Teraynar | Time duration for PHY header Frame size (Bytes) 1024
o Idle slot duration . . .
Toa MAC layer payload size in BTA (bytes) Table 2: The MAC/PHY parameters used in this paper.
Ly MAC layer frame size in BTA (bytes)
Lere CRC size (bytes)
Lyata MAC layer frame size in DCF (bytes) 50;
Lock MAC layer ACK frame size (bytes) asf
Table 1: Notations g”
3"
g, x
8 %or
chosen from the range df), CW — 1], where CW 5
is the current contention window size when the back- ‘<§z’ x.
off number is generated. Note that the backoff pe- =%
riod for one station may overlap several transmission st Je o,
blocks. CW is doubled after each failed transmission = w.—— T
until the maximum contention window SizZéW,,, .. is PHY rate (Mbps)

reached. After each successful transmission, is re-

set to the minimum contention window SiZ&Vimin,  Figure 1: The MAC efficiency of the legacy DCF in
whereCWin < CW < CWinas. the ideal case with a 1024-byte frame size. The x-axis

Ina CSMA/CA-based scheme, the overhead of MAfepresents the PHY rate. The y-axis represents the ratio
and PHY is the main reason for system inefficiencys ihe ideal throughput to the PHY rate.

To show the inefficiency caused by overhead, we first

calculate and present the MAC efficiency of the legacy

DCF based on an ideal case assumption. In the ideal

case, the channel is assumed perfect, i.e., neither errorfhe parameters are listed in Table 2.

nor collisions occur, and in any transmission cycles, Using Equation (1), we illustrate in Fig. 1 the
there is only one active STA which always has backAC efficiency while the PHY rate is increased from
logged frames to transmit. The receiver responds wiy Mbps to 432 Mbps. Here, the MAC efficiency rep-
ACKs, and the other STAs only sense the channel argents the ideal throughput normalized to the PHY
wait. We can define the average length of the backe#fte. As illustrated in the figure, the efficiency de-
asTey = (CWiin — 1) - 0/2, whereo stands for the creases dramatically as the PHY rate increases. More-
idle slot duration. T Then, the ideal through@if"" over, even though the PHY rate is infinitely high, the
can be defined as follows [5]: MAC throughput is still bounded [5].

8- L
SDCF — data )
weal = e N T+ Tawa + Tsirs + Tack + 25 2-2  The Burst ACK Scheme

@ .
In the Burst ACK scheme proposed in [10], only the
for IEEE 802.11a [25]. In this paper, we use a generic slot time, whifitst frame in a burst contends for the channel access.
is the same as that defined in IEEE 802.11 if the channel is idle, ighce the STA obtains the transmission opportunity, it

if the channel is busy, our generic slot time is defined as the duratigandS out multiple frames in a burst without contend-
in which the channel is sensed busy. P

3A frame is said to be backlogged if it is in the queue between tHad the_ Channel_again- As illustrated in Fig. 2(b), each
MAC and its upper layer waiting to be transmitted. frame is immediately acknowledged by an ACK frame.




Thus, there are multiple data frames and multiple ACK In the erroneous case, a sender sends out a whole

frames in a transmission burst. It may be more effeblock and a BAR frame. The receiver then sends back

tive than DCF due to the fact that the frames and ACKsBA frame to indicate which frames are successfully.

share a same transmission opportunity, which decreadéle sender receives the BA frame successfully, those

the overall probability of collisions. correctly transmitted frames in the block will be re-
moved from the sending queue and a new block will
be constructed for the next round of transmission.

3 The 802.11e Block ACK Scheme
3.1 Frame Formats

A Block ACK (BTA) scheme is proposed in the IEEE

802.11e specification [11]. In the BTA scheme, a blodkig. 3(a) shows the format of a BAR frame. There
of frames sent to the same destination is allowed ace two new fields in the BAR frame. TH&AR con-

be transmitted without being acknowledged, and eaithl field is shown in Fig. 3(b). This field is used for
frame is back-to-back separated by a SIFS period. Thglity-of-service negotiation between MAC and its up-
the backoff process is generated for a transmissiper layer. TheBlock ACK Starting Sequence Control
block instead of a single frame, shown in Fig. 2(cjield is shown in Fig. 3(c). The last 12 bits of this field
After the block, a block acknowledge request (BARgre used to record the first frame’s sequence number in
frame is initiated by the sender to enquire which framesblock, the first 4 bits are reserved for further usage.
have been received successfully, and then a block ac-

knowledge (BA) frame is sent back by the receiverto 2 2 6 6 2 2 4
: . Frame . |Receiver| Sender Block ACK Starting
answer th|S eanIry' control Duration Address | Address BAR Control Sequence Control Ge

Upon receiving the BA frame correctly, the sender (a) Block ACK Request packet
should defer a DIFS interval and a backoff process be-
fore sensing the channel again. Meanwhile, all the other ‘
STAs should wait until the end of the BA transmission,
and then defer another DIFS interval before counting
down their backoff counters for the next round of trans-
mission.

If two or more STAs start transmissions in a same (¢) Block ACK Starting Sequence Number field
slot, a collision occurs. Each of them sends out a whole
block and a BAR frame, and then waits for the BA Figure 3: Format of the Block ACK Request frame.
frame. The receivers shall not send back the BA frames
if they can detect the collisions; otherwise more than To inform the sender which frames have been lost in
one BA frames will be sent back to the senders. In nei-block, aBlock ACK Bitmagfield is designed in the
ther cases, the senders can receive the BA frames ®j&-frame as illustrated in Fig. 4. It is a 128-byte field,
cessfully, and thus the senders have to retry their traagd thus it can support up 28 x 8 = 1024 frames
missions. in a single block. TheBlock ACK Starting Sequence
Controlfield is used to indicate to which BAR this BA
frame responds.

12 bits 4 bits

Reserved TID

(b) BAR Control field

4 bits 12 bits

Fragment
Number

Starting Sequence Number ‘

backoff

‘ DIFS ‘ ‘ PHYhdr Frame | SIFS | ACK

2 2 6 6 2 2 128 4
Block ACK Starting | Block ACK
Sequence Control Bitmap

(a) The legacy DCF scheme Sender

Address

Receiver
Address

Frame

BA Control
control

Duration

‘CRC‘

backoff | ransmissi
SIFS [ ACK |o-eeeeeeenneeeeees PHYhdr | Frame | SIFS | ACK

[
‘ (®) The Burst ACK schere Figure 4: Format of the Block ACK frame.

backoff

‘ DIFS ‘

PHYhdr

Frame

Frame | SIFS | ----- r | Frame | SIFS sigs | Block
Ack

BlockAck
Request

‘ DIFS ‘

‘ PHYhdr

(¢) The Block ACK (BTA) scheme

3.2 Discussions

Figure 2: The three schemes considered in this pap§te have the following observations and discussions.



e BTA and previous schemes differ in the follow- e Finally, it can be seen that the BTA scheme oper-

ing ways. Firstly, the unit of transmission in the
BTA scheme is a block, which is consisted of mul-
tiple data frames and one ACK. The unit of trans-
mission in the DCF is a data frame and an ACK
frame, and in the Burst ACK scheme is a burst
which contains multiple data frames and multiple
ACKs. Therefore, the BTA scheme is expected to
be more effective. Secondly, in previous schemes,

ates in a similar way to the legacy DCF. In par-
ticular, we may treat a block in the BTA scheme
as a frame in the DCF because both of them are
considered as a unit of operation. This understand-
ing suggests that it is possible to extend previous
analysis which was designed for the legacy DCF
to study the BTA scheme. The similar technique
has also been used in [13].

a data frame is acknowledged immediately by an
ACK. In BTA, however, a modified sending queue
and a receiving queue are required to accomnta-
date block transmissions.

An Analytical Model for BTA
Scheme

e In the case of a collision, a whole block will bgp, this section, we present an analytical model to com-
retransmitted. Therefore, a protective mechanismte the saturation throughput for the BTA scheme un-
is needed to solve this problem. In such a mechgesr an error channel.
nism, the number of frames (the block size) in each\we consider an ad-hoc network where all the STAs
block is negotiated between the sender and the [@n hear each other, i.e., one-hop ad hoc network. In
ceiver. In an infrastructure mode, the protectiogch an area, collisions occur only when at least two
can be accomplished by the access point (AP). AfYAs start transmissions at the same time. A transmis-
periodically broadcasts the start time and the blogkyn error occurs when there is only one STA which is
size to all the STAs. In an ad-hoc network, howransmitting in a given slot, but the transmission can not
ever, the protection has to be done in a distributgf received correctly because of channel noise. We as-
manner. To this aim, IEEE 802.11e [11] proposegme that the PHY headers are always transmitted suc-
two ways as follows. First, a similar method agessfully given the fact that they are usually transmitted
Request-To-Send (RTS)/Clear-To-Send(CTS) cgfthe basic hence the safest rate [3]. We also assume

be used, i.e., before each block transmission, it the transmissions of the BAR and BA frames are
sender sends ahdd Block ACK Reque$tame to gjays successful.

the receiver which should respond with an ACK,
and then the receiver sends/Add Block ACK Re- .
sponsdrame to the sender. Another and better s¢=1 ~ Saturation Throughput

lution is to acknowledge each block's first framegased on previous work [18], [19] and [20], we have
in which the block size is carried. Interestingly, thgesigned an analytical model for the BTA saturation
protective mechanisms proposed for the block siggoughputS .4, which is defined as the payload size
can also be used to mitigate the collision probleg} the successfully transmitted frantg L,;4) in an ex-
mentioned before. pected slot duratio®[T].

E[Lpid]
E[T]

e BTA can be used as a solution for the multi-rate
fairness problem in CSMA/CA-based networks.

Recently, [23] has shown that a CSMA/CA- . .
We f h [ :
based network distributes transmission probabil e first compute the expected slot duratifi]

o . here are four types of durations in the BTA scheme
ities fairly amongst all the STAs. In networks vp

where STAs have different PHY rates, this cha‘?—S shownin Fig. 5.

acteristic is actually not fair for faster STAs in ¢ |t none of the STAs transmit any frames, they all
the sense that they should be able to achieve yait for a duration7; = &, whereo corresponds
higher throughput than the slower ones. BTA can 5 the idle slot interval.

be used to mitigate this problem by transmitting

more frames back-to-back for faster STAs than for e Let T's denote the duration during which a whole
slower ones. block is transmitted successfully. In this case, only

@
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one STA transmits frames and its transmission is Second, lep?*® denote a single STA's error probabil-
always successful. The channel state shall be kéytfor an entire block, and then the successful probabil-
busy in a duration which is equal to the duratioity can be expressed as in Equation (4). Similarly, we
of a block of frames’ transmission plugVf — 1) get the system error probabiliys in Equation (5).

SIFSs, a BAR and a BA transmission, whéYe

denotes the block size.

e Let T be the duration in which at least one fram

Finally, since these four events (idle, success, col-
lision and error) are mutually exclusive [27], collision
probability for a system can be defined as in Equation

in a block is corrupted due to the channel errors.”

The sender shall not stop the transmission and the Pr=1-7)" 3)
receiver shall respond with a BA frame. The other Ps=n-(r(1—7)""1)-(1—pb*) 4
STAs defer a block and a DIFS duration. Pp=mn-(r(1—7)""") p* (5)

e Let T- denote the collision duration in which at
least two STAs start transmission simultaneousl¥
In this case, no BA frames are initiated by the re-

Pc=1-Pr—Ps— Pg. (6)
Let p. denote the frame error rate (FER) of a frame.
he probabilityp®*® can be expressed as:

ceivers. All the other STAs except the senders bta

and the receivers defer for an EIFSg(rs =
Tsrrs +Tpayhar + Tva + Tprrs) interval.

The slot durations can be expressed as follows:
T = o
Ts = Ny (T +Tsirs)+Tpirs +
(Toar + Tsrrs + Tha) + (No + 2)(TpHY har + 9)
Ty = Ts
Tc = Ny (Tf+Tsirs) +Terrs +
(Tvar + Tsrrs + Toa) + (No + 1) (TpaY har +9)-

Pl =1—(1—=p)™. @)
pe can be computed if the bit error distribution is
given. We use the discrete-time, memory-less Gaussian
channel as an example. In such a channel, the bit errors
independently and identically distribute over a frame
[22]. Let Ly andp, denote the frame size and the bit
error rate (BER), respectively, is defined as:

pe=1—(1—pp)", (8)
where thep, is assumed to be known by the MAC layer.

We then turn to calculate the corresponding possibili reality, it can be measured by the PHY layer. If the
ties for the slot durations. Let andn denote a STAs p, measurement is not availablg, can be measured
transmission probability in a slot and the number dafistead since it is easier for the PHY layer.

STAs in the system, respectively.

Although the memory-less Gaussian model is un-

First, for an idle slot, a single STA does not attempible to capture the fading characteristics of the wireless
transmission with probabilityl — 7), and then all the channel, it is widely used in modelling wireless MAC

n STAs in the system keep silent with probabilfty =
(1 — 7)™ as shown in Equation (3).

Idle

T

I

Frame | SIFS | PHYhdr | BAR | siks | PHYhdr [BA| DIFS

Collision |PHYhdr | Frame | SIFS |----- | PHYhdr | Fg hdr | BAR | sIFs |PHYhdr |BA| DIFS

T all frames corrupted

Error PHYhdr | Frame [ SIFS |- PHYhdr | Frame SIFS | PHYhdr | BAR | SIFs | PHYhdr [BA| DIFS

T,: some frames corrupted

Figure 5: Time durations in the BTA scheme

layers since the focus here is the MAC protocol itself.
Moreover, if interleaving is employed, the BER will be-
come Gaussian-like.

So far we have known all the variables except proba-
bility 7 in Equations (3-6). Leb; denote the probabil-
ity of doubling contention window after a failed trans-
mission. The probability- can be expressed as a func-
tion of p¢, and we can find another function-ofor py.
Both of them are obtained from a Markov chain that
is similar to the one in Bianchi’s paper [18]. We will

explain this Markov chain in Appendix.

Finally, all the variables in Equations (3-6) have been
defined. The saturation throughpgltr 4 can then be
expressed as:

Ps-Ny-Ly+ Pg - E[L]
PrTy + PsTs + PETg + PcTc’

whereE[L] stands for the expected frame size success-
fully transmitted in an erroneous case. Letenote the

©)

Spra =



number of the corrupted frames. Based on the saméOn reception of a data framg, the receiver checks
time-less Gaussian assumptidii|L] can then be ex- its correctness and updates accordinglyiimap ar-
pressed as: ray whose length is equal t&,. Thenf; is appended
Ny o ' _ at thetggq If it has not been received before. ff has
ElL] =) ( ib) “(pe)' - (1 —pe)™ - (Ny —i)-Ly. (10) been in theRqbut marked as 'corrupted’, the receiver
=1 updates its flag.
Upon receiving a BAR frame, the receiver responds
with a BA frame containing thditmap array Then
5 Evaluation the bitmap arrayshould be reset for the next round of
receiving, and all the correctly received frames in the

We implemented the BTA scheme in the network siniRdare transferred to the upper layer.

ulator NS-2[24] to validate our analytical model. The After receiving a BA frame, the sender removes all
simulation parameters are listed in Tables 2 and 3. the frames that have been received successfully from

First, in thedNS—% vzharsion 2.27, the FI;H\;' hea}dershe Sg TheCW size will be reset for both successful
are transmitted with the same rate as the data ran@d erroneous transmissions.
However, the IEEE 802.11a [25] specifies that the PH . : -
headers should be transmitted with a low data rateln the case of collisions, receivers do not initiate the
but within 2015 no matter what the data part lengtfBA frames. Then after a transmission block, a sender
is. We revised théNS-2codes according to the IEEEwaits until the BAR timeout and retransmits the entire
802.11a specification. Second, all the STAs are plaggd .
within the same range so that there are no hidden termi=~""
nals. Furthermore, we need to ensure that all the STAs
achée\l/edtge sameI throughputh becaUﬁe all of them are
modeled by a single Markov chain in the BTA-MODEL5 1 R |
Note éh_at a_sarr;]e thro%gr?gfut i‘or all the STArs1 ishalsohlfg- esults
quired in Bianchi's model [18]. To gauge whether thi . . .
fairness goal is reached in thiS-2simulations, we use Pq this section, we introduce the results from 8-2
the fairness index, a real value between 0 and 1, desimulations and the theoretical analysis. First, we com-

fined as follows [26]: pare the results from the analysis and the simulations
(7, 8;)2 to show that the model we developed in Section 4 is
I= @ (1) correct. Second, we compare the BTA scheme with the

legacy DCF scheme to show the superiority of the for-
wheren stands for the number of STAs asddenotes mer gne. Third, using the theoretical model, we analyze

the throughput of STA. When each STA achieves exihe most important characteristic of the BTA scheme,
actly the same throughpuk,is equal to 1. In our Sim-; o the block size of BTA.

ulations, we run each test for a duration that is long

enough to obtain a fairness indéxlose to 1. If only

one STA happens to dominate the channel entirely5.1.1 Model Validation
approaches/n.

Finally, we introduce our implementation in the folWe validate the BTA model in two ways. Firstly, a 10-
lowing. A bitmap array a sending queueS@ and a STA ad-hoc WLAN is simulated, in which each STA
receiving queueRq) are used. Theitmap arrayis for has a PHY rate of 6Mbps and a UDP traffic rate of
recording the number of frames that have been trafiddbps. BAR and BA frames are also transmitted at
mitted successfully. Th8gand theRgare used to save6Mbps. Other parameters are listed in Tables 2 and 3.
frames temporarily at the MAC layer. For convenienc¥ye plot the results from the simulation and the model
let hsq tsq hrg, @andirg denote the head of theq the in which the block size is increased from 1 to 16. The
tail of the Sq the head of th&®q, and the tail of thdRg results are illustrated in Fig. 6(a), which shows that that
respectively. the results of our model matches well the results of the

The sender stores a frame from the upper layer at gigulations.
tsq and checks whethey, (the block size) frame have Secondly, we fix the block size and increase the num-
been transmitted. If so, it constructs a BAR frame at thxer of STAs in this network. The corresponding results
MAC layer and transmits it. Otherwise, the first framare plotted in Fig. 6(b). Again, our proposed model
at thehsq shall be popped out and be transmitted.  works well as the channel becomes highly loaded.
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Figure 6: Model validation: The parameters are listed in Table 2 and 3.

Fig. 6(a) | Fig. 6(b) | Fig. 7(a) | Fig. 7(b) | Fig. 8(a) | Fig. 8(b)

Number of STAs 10 varied 10 varied 10 10
Block size varied 8 varied 16 varied varied
Application rate (Mbps)| 6 6 - - varied 54

PHY data rate (Mbps) | 6 6 216 216 varied 54
BAR/BA rates (Mbps) | 6 6 216 216 varied 6

BTA Sq (frames) 20 20 - - - -

BTA IFQ (frames) 10 20 - - - -

Table 3: The parameters used in the simulations and the analysis.
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Figure 7: (a) Throughput: BTA-MODEL vs DCF-MODEL while increasing the block size. (b) Throughput:
BTA-MODEL vs DCF-MODEL while increasing the number of STAs. The y-axis represents the ratio between
the MAC throughput and the PHY rate. The MAC/PHY parameters are listed in Tables 2 and 3.



5.1.2 Comparison with DCF has a single UDP link to STA+1. The results are illus-

trated in Fig. 7(b). It can be seen that the BTA scheme

As a first application of the designed model, we usedjy ays achieves higher throughput than the legacy DCF

to compare BTA with the legacy DCF scheme. To thgs the number of STAs increases from 5 to 80.
end, a model for the legacy DCF scheme is required.
We use the DCF-MODEL that has been developed and

validated in our previous work [20]. 5.1.3 The Block Size

In both schemes, the definitions of collision and errgy, important question for BTA is how to choose a
are the same, and only the data frames can be corrugigsher block size, or whether it is possible to find an
in the case of errors. The BAR and BA frames in 'ggnimal block sizewhich always provides the best per-
BTA scheme and the ACK frames in the legacy DCformance. We investigate this issue in this section.
are always transmitted correctly. Firstly, we plot the results in Fig. 8(a) showing the

Meanwhile, the DCF-MODEL has two differences t(%erformance improvement of BTA over DCF under sat-
the BTA-MODEL. First, ACK duration is used insteaqjrated channel conditions, with an increased block size
of the BAR and BA durations. Second, EIFS rathgfom 1 to 64 bytes. Two interesting observations are ob-
than DIFS is deferred for the erroneous transmissiqRined: First, a block size dft is good enough, where
andTerrs = Tsirs + Tpaynar + Tack + Tpirs- larger block sizes (e.932 and 64) introduce minor
Thus, the slot durations for the DCF-MODEL &e  improvements. Thus, we recommend that the optimal

block size in a saturated network i under the cur-

T = o rent parameter setting. Second, for STAs with 6Mbps,
Ts = Taata+Tsirs + Tack + Torrs + 2(Tpaynar +6) 54Mbps and 108Mbps, the BTA scheme is not effective
Tg = Tpryhdr + Tdate + TEIFs +9 because it only achieves negligible improvement (less
To = Tg. than10%) over the legacy DCF scheme. Note that the

(12) frame size used in this example is 1024 bytes. With
smaller frames, the improvement of BTA over DCF is
The corresponding probabilities are listed in (13higher. This second observation is due to the fact that
Then the saturation throughput for the legacy DChne advantage of BTA comes from reducing the over-
(Spcr) can be expressed as in Equation (14). Read@gsid caused by multiple ACKs, whose impacts become
please read [20] for details of the DCF-MODEL undefomparatively larger when the frame size is smaller, or
an error channel. when the PHY data rate is very high. Thus, the conclu-
Pr=(1—7)n sion that can be drawn here is that BTA is very effective
Ps=n-(r(1—7)""1) - (1—pe) in a high-speed network.
Pp=n-(t(1=7)""") pe Secondly, we turn to exploit the optimal block size in
Po=1-Pr—Ps—Pp. a non-saturated case where frames are generated infre-
guently. As in Fig. 8(b), the x-axis represents the block
(14) size, the three curves represent the case where there are
4, 8, and 16 frames in average available in the Sq before
a block transmission, respectively. Each curve has a

To compare both schemes, we first use a 216Mtz)&§ak which represents there arérames in each block

PHY rate for both of them. In Fig. 7(a), as the blockssi Yhile the block size is alsa. The left side on the peak

mlj:trter?;rﬁﬁa?z? tﬁghéec\:/'e:sl fct?]rgfiesrialf gfgﬁramgoiﬁ%:bresents the results when there are more frames in the
P ) y sending queue than the block size, the leftist parts of the

block, the performance of BTA is lower than DCF. Th?nree curves are overlabped since thev have the same
reason is that BTA has two control frames (BAR and pp y

BA) for only one frame, but DCF uses only one (ACK alue; the right side on the p_eak represgnts the cases
) here there are less frames in the sending queue than
for this purpose.

. . _.the expected block size.
Then, we compare them in ad-hoc networks while in- X . .
: X S . Note that, these curves decrease rapidly on the right
creasing the traffic load. In this simulation, each STA _. . . .
side, which means if we use a larger block size than
4The DCF-MODEL in [20] has five time durations because trani€ available number of frgmes in the Sq, the eﬁiFienFy
mission errors of ACK frames are also considered. of BTA decreases dramatically. To further explain this

(13

PS : Ldata
PrTr + PsTs + PeTg + PcTc

Spcr =




de— 108Mbps 60
= 162Mbps |

JiLl

Improvement (%)
L

Improvement (%)

64 12 4

The bllts)ck size

(@) (b)

The block size

Figure 8: (a) Optimal number of frames in a block for a saturated case. (b) Optimal number of frames in a block
for a non-saturated case. The parameters are listed in Tables 2 and 3.

phenomenon, let us look at the three points in circleenough frames in a sender queue.

All these three points are for the cases where the blockSecond, in situations where there is no guarantee that

size is16, but the upper point represents the improvenough frames are available, a protective mechanism is

ment of BTA over DCF when there até frames avail- required for negotiating the actual block sizes. This is

able in the Sq, the middle and the lowest ones&orof vital importance for BTA in ad-hoc networks.

and4 frames available, respectively. It can be seen that

for the latter two cases, the block size Wf leads to .

negative improvement(20% and—60%). That is, the 6 Conclusion

BTA scheme should not be used. In another word, a

block size ofl6 is not the optimal value anymore in thdn this paper, we presented an analytical model for the

non-saturated cases. Similarlypr 8 are not qualified BTA scheme with ad-hoc scenarios under noisy chan-

for the optimum neither if there are not enough framéel environments. Various simulations are conducted to

available. validate the proposed model. The model is then used to
However, this figure has already told us the way &pmpare the BTA scheme with the legacy DCF, and to

optimize the efficiency, that is to find the peaks fatetermine the optimal block size under different chan-

each curves. For example, if there are alw@ysames nel conditions.

available, due to the sharp peak of the curve, the only

promising block size i8 (the point in the square), thus . )

a mechanism should be designed to negotiate the bigddRpendix: The Markov Chain

size between the sender and the receiver, and this should

be done by a per-block basis. In [18], Bianchi first introduced a bi-dimensional
Two methods has been proposed in 802.11e for t&§chastic procesi(t), b(¢) } to model the backoff be-

purpose [11]. First, before each block transmission havior of the legacy DCF. Proces$t) represents the

RTS/CTS-like mechanism is used to exchange the bide&ckoff counter, and it is decremented at the beginning

size. Second, the first frame in each block must be &f-each slot. For an idle slot, the time scale)(f) cor-

knowledged by a special ACK frame. In this secon@sponds to a real slot time. In a collision slot, how-

method, the first frame needs to carry the block size igVer, b(t) is frozen for the duration of this transmis-

formation, and the special ACK must be received befof#n. Wheneveb(t) reaches zero the STA transmits

transmitting the other frames in the block. and starts another round of backoff regardless of the

outcome of the transmission. The new backoff starts

from a value selected randomly from O to the current

CW size. TheCW shall be reset after a successful

First, the optimal block size is recommended to kheansmission and be doubled up to a maximum value

16 bytes if channel is saturated, i.e., there are alway$l/,, ... for corrupted cases. This implies thidt) de-

5.1.4 Summary
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backoff stage as defined iyW,,,... = 2™ - CWinin,
andb; o is the probability of the contention window de-
creases to zero at the stagaBianchi's model assumes
that a frame can be retransmitted with infinite times,
which is not in accordance with the IEEE 802.11 spec-
ification [3]. Wu et al. loose this assumption in their
work [19]. We in this paper use formulas similar to [19]
and [20] to solve); o.

Finally, with these two formulas, a closed form so-
lution for ps andr is formed and both of them can be

o solved. Therefore, we can calculate the probabilities in
——mo fr =+ o o o o s enw2f]nw]  Equations (3-6).

Figure 9: The Markov chain used in this paper
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