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Abstract

The notorious overhead occurs at the medium access coMATR) layer prevents the Wireless LANs (WLANS)
from achieving desirable performance. This problem besaven severe in the upcoming very high-speed WLANSs,
in which the physical layer (PHY) rate may exceed 216Mbpsalleviate overhead, we propose a new MAC layer
scheme — Aggregation with Fragment Retransmission (AFR}his scheme, multiple packets rather than one are
aggregated into and transmitted in a single large frameortfesare lost during the transmission, only the corrupted
parts of the large frame will be retransmitted. This aggtiegawith partial retransmission technique allows for more
efficient use of the wireless medium, since one frame trasson is expected to cause much less overhead than
multiple packets transmissions do if properly designedh@otetical analysis is used to evaluate AFR’s performance.
Extensive simulations are then carried out to validate tleelghand to study the behavior of AFR. Results confirm
our expectation. Moreover, AFR is particularly effectivar fich multimedia services with high data rates and large

packet sizes, which is the key applications in the future WA
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|I. INTRODUCTION

Following the wide-spread deployment, people are seekirdgtiver rich multimedia applications such as high-
definition television (HDTV, 20Mbps), DVD (9.8Mbps), etm the upcoming Wireless LANs (WLANS) [8]. To

support these applications, the PHY rate in such networkgpected to exceed 216Mbps, some 802.11n proposals
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claim to support up to 600Mbps ([4], [6], [7]). The MAC layenowever, greatly restrains the performance
improvement due to its overhead (e.g., [9], [15], [34]). §baper addresses a new solution for this problem.

The overhead of it refers to backoff, distributed interfeaspace (DIFS), acknowledgment (ACK), short interframe
space (SIFS) and PHY layer header. Due to its randomizectaaistic, backoff leads to collisions and idle slots,
which degrades throughput easily and attracts much atteifti?], [15], [35]. However, even without the channel
waste caused by the randomization backoff, the overhedillibugge, and becomes intolerable in very high-speed
WLANS as shown in Fig. 1(a).

Therefore, we propose an Aggregation with Fragment Rem@sson (AFR) scheme in this paper. The idea is
to send, in only one frame, multiple of packets which are usdoke transmitted in a Burst/Block as in Burst ACK
([31]) or in Block ACK ([3]). If errors occur during the trangission, we retransmit only the corrupted parts of this
frame. We study in this paper the pros and cons of all the &spéthis aggregation plus partial retransmission. The
main novelties lie in the following. We design a new framenfiat for supporting all the functionalities of AFR. This
format allows for higher throughput with less overhead cared to previous proposals, and more importantly it
supports one-to-many aggregation naturally. We propos@waiting mechanism, which enables the aggregation
technique a self-adaptive ability to the channel state.dditaon, we study a fragmentation technique, in which
packets longer than a threshold are divided into fragmeefisré being aggregated. This technique is necessary for
supporting jumbo frame transmissions.

A theoretical model is designed to evaluate AFR’s perforoeaand to compare AFR with its competing schemes.
This model also gives a guideline for finding optimal frame &rgment sizes. We implemented the AFR scheme
in the NS-2simulator. This implementation enable us to validate tlemthtical model, and to simulate applications
with diverse requirements according to 802.11n’s requéinets [8]. In particular, besides traditional CBR and TCP
traffic, we test an application (20Mbps HDTV) with very larffames and a very high bandwidth request and an
application (0.096Mbps VoIP) with very small frames and ayview rate. Results confirm AFR is a promising
MAC technique for very high-speed WLANS.

The remainder of the paper is organized as follows. In Sedtipwe review the legacy schemes and introduce the
motivation of this work. Section IV presents the AFR schemeéeétail. A theoretical model is described in Section
V to quantify the proposed scheme. Section VI describesrtipdeimentation details for AFR and the corresponding

results. Finally Section VII concludes this paper. All thetation used in this paper is listed in Appendix.

[I. DEFINITIONS
Before introducing our work, we define some concepts thdthelused throughout this paper.

« We define gpacketas what MAC receives from the upper layerframe as what MAC transfers to the PHY

layer, and dragmentas a part of drame



« We define acollision as the event where at least two stations (STAS) start trassgoni at the same time. In
this case the receivers can not decode any frames correctly.

« We define arerror as the event satisfying the following two conditions at thene time. First, there is one
and only one STA transmitting but the channel is so noisy thatreceiver can not decode the whole frame
successfully; Second, although PHY has detected errojllitcompletes the reception and transfers the

received frame to MAC. According to this definition, amor in this paper is a MAC layer concépt

IIl. M OTIVATION

A. DCF and lts Inefficiency

In the legacy DCF, a STA transmits a frame once it has obsesveitile medium for a DIFS plus a backoff
duration (the very first frame defers only for DIFS). If thimfne is received without any errors, then the receiver
sends back an ACK after a SIFS period. All the other STAs thed auccessfully receive this frame defer until
the receiver completes sending the ACK. After the ACK, theeieer and all the other STAs defer a DIFS before
backing off again for the next round of transmission.

Collisions and errors make the MAC layer protocol more caoapéd. In the case of collisions or errors, receivers
and all the other STAs do not send back ACKs. The receiversrdbéir own transmission for an EIFS duration
(Terrs = Tsirs+Tprpaynar+Tack +Tprrs). The senders wait the potential ACKs for an ACK timeout diorg

then defer a new backoff period before attempting the retragsion.

n Number of STAs

Tewr Average backoff duration

Tsirs Time duration of SIFS

Tprrs Time duration of DIFS

TEIrs Time duration of EIFS

Tiata Time duration to transmit a frame in DCF
Tock Time duration to transmit an ACK frame

Tpayhdr | Time duration for PHY header
Propagation delay

o PHY layer time slot

Ly MAC layer frame size in AFR (bytes)

L, Packet size in both DCF and AFR (bytes)

Lyata MAC layer frame size in DCF (bytes)
TABLE |

NOTATION USED IN THIS PAPER

The length of the backoff is the product of one slot duratioand a random number uniformly chosen from the
range of{0, CW], whereCW is the current contention window siz€W is doubled after each corrupted (collided
or erroneous) transmission until the maximum contentiondew sizeCW,, ... is reached. After each successful

1in reality, errors may be also due to collisions if PHY is atdereceive the transmission from multi-users simultanigoasin the presence
of hidden terminals. Then aerror can be defined as the event where although the receiver’'s RifYta@mplete reception, the frame received
by MAC contains errors. Acollision can be defined as the event where the receiver can detectighatssare coming but the reception is
always interrupted.



transmissionC'W is reset to the minimum contention winda@#¥/,,,;,,, thusCW,,.;,, < CW < CW,42. For full
details of the DCF protocol see [1].

It has been demonstrated that DCF is not effective due tovishead. We illustrate this in Fig. 1(a) by using
the ideal case throughput [34]. In the ideal case, the cHasngssumed to be perfect, i.e., neither errors nor
collisions would occur. As can be seen from the results, teCMfficiency decreases dramatically as the PHY
data rate increases. In a 216Mbps WLAN, the MAC efficiencyrily @bout 20%. When PHY data rate increases
to 432Mbps, the efficiency decreases to aroufith. Apparently, the efforts to increase the system capacity ar
mostly wasted. Furthermore, even if the PHY data rate isitefinhigh, the MAC throughput is still bounded [34].
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Fig. 1. (a) Legacy DCF efficiency in the ideal case with a 182% frame size. The x-axis represents the PHY data ratey®xés represents
the ratio of the ideal throughput to the PHY data rate. (b)gedrames transmission in DCF. (¢) MAC and PHY parameterd irs¢his paper.

B. Burst ACK and Block ACK

To reduce the overhead, Burst ACK (e.g., [31] [29] and [28) Block ACK (e.qg., [3], [34]) have been proposed.
The former solution reduces the times of backoff and DIFS ésfqgming backoff once for a series of data and
ACK frames (Fig. 7); the latter one goes one step further bgking off for a train of data frames plus only
one ACK (Fig. 7), thus reducing the number of ACKs and SIFS.ofparison of these two schemes with the
aggregation-based ones is shown in Fig. 8.

In these two schemes, the times of backoff, SIFS, DIFS and #@#¢ reduced, but before each frame a PHY
header is still needed. In the future WLANS, the PHY layerespwill exceed 216Mbps. If the duration of the PHY
headers is still the same as the one used in IEEE 802.11a2(i;s), then it is half of the transmission duration
of a 1024-byte frame4Qus). According to the proposal 802.11n [4] for the future WLANswill take at least
44us to transmit a PHY header, which is even longer than a framesinéssion duration. Therefore, it is highly

desired to curb the use of PHY headers.

C. Aggregation Schemes

One solution for decreasing the use of PHY headers is to ggggand transmit the packets, which are transmitted

in a Burst or a Block, into a single large frame. Traditiopathere is a dislike of large frames in wireless networks



since small frames are usually more efficient [22]. We shois tiharacteristic in Fig. 1(b). A large frame is
very effective in a clear channel with low Bit Error Rate (BERg, BER < 1075). But in a noisy channel
(e.g., BER > 107°), the performance degrades dramatically. But, the pretiondf this conclusion is that the
traditional retransmission discards a whole frame evemughnahere is only one bit lost. Is it possible to retransmit
only the erroneous part(s) of a frame? If possible, thisiglaretransmission would achieve better performance.
This is the key motivation of this work.

Although this idea seems simple at first glance, it is acjumbadical challenge for the PHY and MAC techniques.
From the PHY viewpoint, the traditional small-packet rutged not hold any more. PHY has to transmit very large
frames, and has to continue decoding even if the BER excamde gpreviously unacceptable value. Under these
conditions, the size of the largest practical frame is stiknown [4].

There are some ongoing activities in the 802.11n standarkimgpgroup (e.g., [4], [5], [6], [7]), among which the
TGn Sync [4] attracts much attention. Two features of the Bync distinguish it from the others. First, a header
compression technique is proposed. Second, a spaeliahiter is used to locate each fragments in a frame. Our
previous proposal [5] was done in parallel with the TGn Syftus paper extends our previous work substantially
as we will summarize shortly.

In the academia, Ji et. al. [20] used an aggregation teckrtigsolve the unfairness problem in WLANs. They
suggest to remove the DIFS, SIFS and backoffs before a sefipackets, and to transmit them together in a
large PHY layer frame. However, a small PHY headE2;(s) is used to identify each packet in each frame. In
the upcoming very high-speed WLANS, however, the PHY headébe 44us for one antenna, anBus for two
antennas [4]. It will be the major source of overhead, thumikhbe removed if possible. In [16], a two-level (one
at MAC, another at PHY) aggregation is proposed by using alasirdelimiter to the one in the TGn Sync. The
main disadvantage of theéelimiter method is that the following start positions and lengths wmknown for the

receiver if one precedindelimiter is corrupted. We will show this in Fig. 8.

D. Open Questions
Although aggregation is not a new idea, questions aboueitsdl open:

« Firstly, where do large frames come from? The frames we wamttypically larger than a packet. If the
packets from the upper layer are big and come fast, then tipegation is simple. If not, should some timing
mechanisms be used to wait for enough packets? If so, how timehdo we wait? Will this waiting causes
delay problems?

« Secondly, suppose there are enough packets to aggregatelarge frame, how do we arrange the aggregated
frame? What is a suitable frame format? The requirementghisr format are at least twofold. First, the

overhead caused should be as low as possible. It will makeengesif the overhead exceeds what caused by



PHY headers. Second, it is of crucial importance that theivec can recognize the transmitted information
despite errors.
« Thirdly, how do we choose the proper frame and fragment sj2elf some fragments are lost during some

previous transmission, how many times should they be d®rie

IV. THE AFR SCHEME

From this section, we describe in detail our design and aiglpr the AFR scheme. In this section, a frame
format which causes fewer overhead than the previous schenigtroduced and an example is given to clarify the
usage of it; Zero-waiting for aggregation is then descrz@liminate the delay worries; New queue management

and retransmission logic are then discussed.

A. Scheme Description

The basic idea of the AFR scheme is to aggregate packets fnenupper layer into large frames. Packets
that exceed the fragmentation threshold are segmentedraggments. Then the MAC layer transmits the large
frames containing multiple fragments and retransmits drégments with errors identified using their Frame
Check Sequence (FCSs). An example of the AFR scheme is showigi 2. In particular, at the sender, every
outgoing packet is segmented according to a fragmentatieshold which will be discussed in Section V-C. Before
transmission, all the fragments are marked as 'undelivexed kept temporarily in a MAC layer sending-queue
(Sq). The MAC layer constructs a frame in the following wayséarches the Sq from head to tail for fragments
marked as 'undelivered’ and aggregates them into the sgffidime until either no 'undelivered’ fragments available
or the frame size is sufficiently large (The optimal frameesi discussed in Section V-B). Then, the MAC layer
transmits this frame (Fig. 3) according to the normal CSMA/@ocedure described in Section IlI-A.

Upon receiving a frame successfully, the receiver first khkabe FCS of each fragment, constructs an ACK
frame accordingly, and then sends back the ACK frame (seedffiqn which the lost fragments are indicated in
a bitmap field. The receiver keeps all the received fragmientsreceiving-queueRq). All the packets that have
been received successfully are to be transferred to ther lgyper and be removed.

On receiving the ACK frame, the sender's MAC checks the ACtHnhp field and updates the Sq accordingly by
marking correctly received fragments as 'delivered’. Tieemoves the successfully received packets from the Sq.
Next, as long as the Sq is not null, MAC will construct and sentl another frame immediately without waiting
for more packets even though they are not long enough forge laame. Please refer to Section IV-B.2 for the
reason.

In the case that collisions happen, the AFR scheme runs igahe way as in the DCF scheme.
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Fig. 2. The Aggregation with Fragment Retransmission (AB&)eme.

There are two possibilities if transmission errors occinstFthe data frames may be corrupted while the ACK
is successfully received. In contrast to DCF, AFR uses an A€Kotify the sender of which fragments have been
lost. Therefore this is treated by AFR like a successfulgnaission. Second, the ACK frames may be lost. In this

case AFR behaves in the same way as DCF, i.e., it behavestardf has been a collision.

B. Design Issues

1) Frame Formats:Clearly, new data and ACK formats are the first concern forARR scheme. The difficulties
of new formats are as follows: First, in an erroneous traesion, the receiver should be able to retrieve the correctly
transmitted fragments. This is not easy because the sizbe abrrupted fragments may be unknown to the receiver.
Second, tradeoff must be made between performance andeaxkrAdding many fields in a frame will definitely
support all the expected functionalities, but using reabbnfew bits is important for system performance.

In our scheme, a MAC frame consists of a frame header and aftady (Fig. 3(a)). In the new MAC header,
all the fields of the DCF MAC header remain unchanged, and wkthcke fields —fragment sizefragment
numberand asparefield. Thefragment sizeepresents the size of fragment used in the MAC frames fiflggnent
numberrepresents the number of fragments in the current MAC frathesparefield is left for future extension and
maintaining alignment. Second, the frame body consistsagimient-headers, fragment bodies and the corresponding
FCSs (Fig. 3(b) and (c)).

The fragment-headers section of the frame body has a varsi. It includes fromi to 256 fragment headers,
each of which is protected by a FCS. The length of each fragmesder is constan8 (bytes) and known to both
the sender and the receiver. For the receiver, it knows wtherd-st fragment header starts from and what the
fragment header size is, thus it can locate all the fragmarttse frame even if some of them are corrupted during

the transmission.



Each fragment header is composed of six fields: packetplD)( packet length dLEN), startPos offset spare
andFCS pID andpLEN represent the corresponding ID and length of the paeketwhich this fragment belongs.
StartPosis used to indicate the position of the fragment body in thésnfe andbffsetis used to record the position

of this fragment in packe®.

38 8..2048 64..2048 2 64..2048 2 64..2048 2
MAC header | Fragment headers |Fragmem 1|FCS| ...... |FCS| Fragment N |FCS
|<Frame header Frame body

(a) The data frame format

2 2 6 6 6 2 6 2 1 1 4

Address|Address| Address Address| Fragment | Fragment
1 2 3 4 size number

Duration
/ID

Frame
control

Sequence

Control Spare

FCS |

(b) The MAC header

14 bits 14 bits 2 1 4bits 1 14 bits 14 bits 2 1 4bits 1
Packet
ID

Packet
length

Start
Pos

Packet
1D

Packet
length

Start

FCS Pos

offset | spare offset | spare

FCS |

(c) The fragment headers

Fig. 3. Data format in the AFR scheme.

The new ACK format is simple, we add a 32-byte bitmap in thedggACK format. Each bit of the bitmap is

used to indicate the correctness of a fragment (Fig. 4).

2 2 6 32 4

Frame
control

Receiver

Duration
address

Fragment bitmap

FCS |

The ACK frame format

Fig. 4. ACK format in the AFR scheme.

To clarify the usage of the new formats, we give an examplevheSuppose there are two packepé#; and
pkts) with lengths ofl; = 1025 bytes andl, = 40 bytes, the frame length & = 2048 bytes and the fragment
length isl/m%9 = 512 byte€. Then AFR divideskt, andpkt, into 3 and 1 fragments respectively and put them
into the Sqg. Then a frame witlhagment size&612 bytes andragment numbe# is constructed. The corresponding

fragment headers are shown in Table. Il.

packet ID | packet length| StartPos| offset
fragment 1 1 1025 0 0
fragment 2 1 1025 512 1
fragment 3 1 1025 1024 2
fragment 4 2 40 1025 0
TABLE I

AN EXAMPLE USAGE OF THEAFR FRAME FORMATS.

After receiving the frame, the receiver operates in a wayhasva in Algorithm 1 to recover the fragments.
2) Zero-Waiting: Large frame sizes are used in the AFR scheme, thus if the fsafrken the upper layer have

small sizes, then a proper waiting mechanism should be wegdign this paper, we suggest an adaptive waiting

2To show that AFR can support arbitrary sizes of fragmentatioe do not use the optimal fragment sizes here.



Algorithm 1 : Pseudo Code of the receiver’s running logic

1: if MAC header is correcthen

2 for i = 0 to fragment number 1 do

3 if Fragment i's header is corredthen

4 if packet length< fragment sizethen
5: fragment i's length pLEN;
6:

7

8

9

eseif offset= |pLEN/fragment siz¢ then
fragment i's length 5pLEN - offset* fragment sizp

else
: fragment i's length fragment size
10: end if
11: fragment start position startPosin the fragment header.
12: check the correctness of the fragment body using the FGIS o
13: end if
14: record correctness (including fragment header andrfesg body) of the fragments in a data structure calledA6& bitmap
15:  end for

16:  construct ACK frame using th&CK bitmapand send it back.

17:  update the Rq according to tA&€K bitmap

18: check the Rq and transfer all correctly received paclptgards, and remove them from the Rq.
19: dse

20:  discard this frame and defer an EIFS before next trarssoms

21: end if

mechanism, in which MAC never deliberately waits for paskiet aggregate, a transmission is started whenever
MAC wins the channel contention. The reasons for this zeadgimg are twofold:

First, aggregation is natural in heavily loaded networlecd@ise transmissions collide frequently in this case, and
a frame would likely be retried several times before beiragieed successfully. Every time a frame is retransmitted,
MAC has a chance to search for more packets to fill this franikisf not already long enough.

Second, in a lightly loaded networks, if the channel is noégygregation will also happen automatically after a
failure transmission attempt, remember we search forabviilpackets to aggregate before each transmission; If the
channel is error free, AFR degenerates to the legacy DCHhslusing zero-waiting. Since there is no much traffic
to be transported, even though DCF is not desirable in tefnefficiency, it can still drain the system quickly.

In both cases, the zero-waiting enables the AFR to adaptketaltannel conditions and traffic load automatically.
Note that a similar method is used in a real test-bed [27].

3) Queue ManagementVe add two finite queues in the AFR scheme: the Sq and the Rd. &othem are
First In First Out (FIFO) queues. At the sender, the Sq camp keetolimits, packets, MAC never fetches new
packets from its upper layer while the Sq is full. Thus, theuakframe size may be smaller than the desired one
when there are many partially corrupted packets in the Sqhétreceiver, there is not an upper limit for the Rq.
But, our scheme implicitly ensures that the Sq and the Rqyalkave the same size at the time when a data or an
ACK is received. Of course, the contents of them are diffevdnile a transmission is in process. This character is
very important for the retransmission mechanisum whicheigited in the Section IV-B.4.

4) Retransmissionin the DCF scheme, all the frames that have experienced mamnsnit attempts than the
retransmission-threshol®eT X threshold, should be discarded and the contention window will be reset

However, in the AFR scheme, one frame may contain multigrirents from different packets. We maintain a
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retransmission counter for each frame, which is increnteafeer each transmission attempt.AeT X threshold

is exceeded, then a packet from the Sq will be discarded. Bithwone? It must be the head of the Sgdds,)

in our scheme. The reason is that we construct MAC frame byiet strder in which packets are received from
the upper layer. According to the rule, the first fragment imemsmitting frame must be a part of theads,. At

the same time, it must be the one that has been retried thetimest Therefore, after re-trying a frame more than
ReT Xthreshold times, theheads, is removed from the Sq.

After removing a packet from the Sq, the sender needs to atalithis to the receiver. This still relies on the
strict order of the Sqg, Rgq and the way we construct MAC frani&seh time when the receiver gets a frapfaf
the first fragment inf does not belong to the first packet in the Raddr,), then theheads, must have been
removed from the Sqg. Then, two steps should be performed éydbeiver. FirstAlgorithm 1 is executed and
the first fragment’s IDpID.oming is recorded; Second, the receiver checks the Rq from headilfoccompares
pIDcoming 10 the packets’ ID in its Rq, and removes all the packets whbBses not equal topID.oming until
meets the packet with! D = pI D..m:ng. NoOte that this solution is also suitable after the packetiaps to zero

after reaching its maximum value.

C. Comments

1) Optimality: Solutions for optimal frame and fragment sizes are disalsseSection V-B and V-C. The
fragmentation algorithm based on the optimal fragmentssigghen discussed.

2) Fairness:AFR strictly follows the basic principle of the CSMA/CA, ttedore the same fairness characteristics
holds as in the legacy DCF. Techniques to improve DCF's égisrare all suitable for AFR. Interested readers should
refer to [20], [18], [29] or the TXOP mechanism in IEEE 8021B].

3) Multi-destinations: Thus far, we focus only on the aggregation between one salesénation pair. The
reason is that we can have a clear understanding of the pdoscaus of the aggregation itself. However, our frame
format can be easily extended to support multi-destinatigve can add a destination address field in each fragment
header, and remove the destination address field from the KeeCer.

Adding another field in the fragment header will result in mowerhead, which is unavoidable. But compared to
the solution in the literature [16], our scheme would hawe tverhead due to the following reasons. The authors
of [16] propose to use physical delimitey which is transmitted at 6Mbps. First, thikelimiter technique requires
that extra zeros are added at PHY layer [25], see Section 8 Rrf example of this overhead. Second, transmitting
the delimiter at 6Mbps leads to a constag)ts overhead. In our scheme, however, both MAC and fragmentédread

are transmitted at the current data rate which may be more4b@ Mbps.
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V. THEORETICAL ANALYSIS

This section introduces our theoretical analysis for AFRijch is used to analyse AFR itself, to find the optimal
frame and fragment sizes, and to compare AFR with its comgetthemes.

Based on previous work [11], [33], [26] and [24], we have dasd a model to analyse the saturation throughput
of the AFR scheme. Here, we assume the readers are familiartihé Bianchi’s model, and explain only the
differences of our model to his.

We say a MAC is saturation if whenever the MAC layer needs enérdo transmit, it can always fill a long
enough frame without waiting [11]. The saturation througth$, rr is defined as the expected payload size of the

successfully transmitted frame in an expected slot duratio

E[Lpid]

E[T] @)

SAFRrR =

We first compute the expected slot duratiBfY’]. Altogether, there are three kinds of duration in the AFResaé.
First, if none of then STAs transmit any frames, they all wait for an idle duratin Second, in both successful
and error cases, the slot durations are the same which isitheta frame, a SIFS and an ACK duration. We use
T3 to denote this. Third, leT- denote the duration for a collision. in which case the remewaits for an EIFS

before the next transmission. Therefore:

T] =0 (2)
T3 =TpHYhdr + Ty +Ts1rs + Trayndr + Tack + TDIFs 3
Te =Tpuyhar + T +TEerrs 4)

Then, we derive the corresponding possibilities for thegeatibns. Letr andn denote a STA's transmission
probability in a slot and the number of STAs in the system eetipely.
Firstly, in an idle slot, a single STA does not attempt traission with probability(1 — 7), so all then STAs

in the system keep silent with probabilify;:
Pp=(1-7)" (5)

Secondly, letP; denote the probability of an successful or erroneous trégssom. In this case, there is one and

only one STA is in transmission, thus the probability is:

n= () ea-om (©)

Thirdly, since these three events (idle, succasderror, collision) are mutually exclusive [21], collisiomgba-
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bility of the whole system can be defined as:
Po=1-P—P; (@)

So far we have known all the variables exceptn Equations 5, 6 and 7. Lei; denote the probability of
doubling contention window after a transmission. Thenan be expressed as a functionzgf and we can find
another function of- for ps. Both of them are obtained from a Markov chain that is simitathe one in Bianchi's
paper [11].

Let us consider the first formula fgr; and 7. Bianchi's paper assumes there are no errors in the chasmel,
pr=p.=1—(1—7)""! wherep, is one STAs collision probability. If the contention windds reset after an
erroneous transmission, then = p.; if the contention window is doubled, thery = p. + p. — pc - p. Wherep,
stands for the packet error rate. In the AFR scheme, thevarceénds back the ACK frame in both successful and
erroneous cases, thps = p,.

Now, we introduce the second formula fey andr. The transmission probability in a slot time should be the
sum of all the probabilities of the contention window desesato zero at all the backoff stages. le= Zf:o bio
whereb is the maximum backoff stage as defined @y, = 2° - CW,in, andb; o is the probability of the
contention window decreases to zero at the staggianchi’'s paper assumes that a frame can be retransmitted
infinite times, which is inconsistent with the 802.11 speaifion [1]. Wu et. al. loose this assumption in their work
[33]. We borrow Equations (8) and (9) from [33] to soltg,.

With these two formulas, a closed form fpy and is formed and both of them can be solved. Therefore, we
find the last variable- required in Equations 5, 6 and 7.

As a result, the saturation throughptif r of the AFR scheme is:

P; - E[L/]
PrTr + P3T5 + Po'Te

(8)

Sarr =

Let 7 denote the number of erroneous fragments, mndenote the number of fragments in a frame. Assuming
an independent and identical distribution (see Sectiod ¥+ the explanations of using this distribution) of errors

the expected siz&[L] can be expressed as:

BlL =3 (1) L (= oy (B =i Loy ©)

=0

and the fragment error ragg™9 is:

pgmg —1— (1 _ pb)Lfrag+LFCS (10)
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where L., and L are the length of a fragment and the length of a frame resdygtiandp, is the BER.
This model is validated againblS-2simulations. Both simulation and model results are showhign 5(a). As

we can see from the results, the analysis and simulationshnvatry well.

A. Improvement over DCF
To compare AFR with DCF, a model for the latter is required. We the DCF-MODEL that has been developed

and validated in our previous work [26].

PS . Ldata
PrTy + PsTs + PeTg + PcTc

Spcr = (11)

AFR achieves fundamental improvement comparing to thecle@@CF scheme. The results are shown in Fig.
5(b). In this figure, the x-axis represents the frame sizdedrscale, while the y-axis is the throughput. The PHY
rate is 54Mbps, and the basic rate is 6Mbps. Moreover, bdtlkerses are saturated in the sense that no matter
what the frame sizes are, large frames are always availablihe AFR scheme, fragment sizes are chosen in a
way that maximizes the throughput. As we can see from thdtsethiat DCF behaves poorly for large frames. But,
AFR prevents the throughput from dropping as the frame dize®ase. The improvement are rather promising.
For example, DCF achieves zero for 8192 bytes ia* channel while AFR achieves around 30Mbps throughput
for a 54Mbps PHY layer. Then a natural question is what the freme size is. We answer this in the following

section.

B. Optimal frame size

First, the frame sizes depend on the PHY’s abilities and ithifid characteristics (especially sending rates and
packet sizes). If the PHY layer can support arbitrary framzess and applications can provide arbitrary amount
of packets, then the optimal frame size will be constraingdth®e length of the sending queue and the delay
requirements of the applications.

Second, ignoring the constraints just mentioned, the Ilotige frame size the better. That is, the MAC layer
does not pose any constraints on performance. To show #hisisllook at Fig. 5(b) again. As we can see, under
all channel states, the throughput increases with franesdiz the AFR scheme. This is because we amortise the
duration of the PHY header across more fragments, while éndrpgment error probability remains constant.

Third, a shorter frame than the optimal one is preferred gctice since some of the constraints may not be
true. Still using the proposed model, we show that a longighdrame can also near optimal throughput. As
summarised in Table 5(c) in which the tolerable throughpeslis10% comparing to the optimum, 32768-byte

3In reality, p, can be measured by PHY., is difficult to obtained in a real device, the measuremenicofan be implemented alternatively
because it is simpler.
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frame fails for 432Mbps and 648Mbps PHY rates, respectivliiile a 65536-byte frame always maintains less

than 10% differences comparing to the optimum. Therefa&536 bytes can be used in practice to approximate

the optimal frame size, and this is also the longest sizeqseg in TGn's 802.11n proposal [4].

O simulation BER = 10™*
% Simulation BER = 107°
O Simulation BER = 107

L|=*=AFRBER=10"*

F|=8=AFR BER = 107°

-~ AFRBER=10"°

m
Q
2 7
= - = =Model BER = 10 & [|-*-pcFeEr=10"
5 == 'Model BER = 107 € %[ |-@-pcreer =107
= 5
5 —Model BER = 10°° ° as Rates 32768 | 65536
3 % g’z 54/6 2.5% 1.1%
£ £ 0l 108724 | 42% | 1.8%
5 .§ 216/24 8.3% 3.6%
2 . £ 43254 | 156% | 6.7%
2 Tl &1 648/216 | 22.9% 9.8%
< BRREE -}
(%))

foszss 512 1022 2048 956 512 1024 2048 4096 8192 16364 6;536 262144

Fragment size (bytes)

(a) Model Validation

Frame size (bytes)

(b) Influence of the frame size (c) Throughput differences
Fig. 5. (a) AFR: model vs. simulations. (b) The influence @fnfie size. PHY date rate is 54Mbps, ACK rate is 6Mbps, and timebeu of
STA is 10. (c) In the first column, the PHY rates are on the Iéfthe slash, the basic rates are on the right. The unit of ttesrig Mbps.
The values in the second and the third columns are diffesehedween the throughput under the rates in the first colundntlae optimal
throughput. Other parameters are listed in Fig. 1(c) andeThb

Fig. 5(a) Fig. 5(b) Fig. 6 Fig. 8 | Fig. 9
Number of STAs %) 10 10 10 10 10
Application rate (Mbps) 54 54 54 432 54
Data rate (Mbps) R) 54 54 54 432 54
Basic rate (Mbps) 6 6 6 54 6
AFR Sq (packet$) 200 N/A N/A N/A N/A
AFR IFQ (packetd 200 N/A N/A N/A N/A
Packet (bytes) ;) 2048 =Ly = Lfrag 2048 | = Ly
Frame (bytes) X ) 2048 256, - - -, 65536*4=262144| 8192 8192 256, - -, 65536
AFR fragment (bytes¥(r,q4) | 128,---, 2048 | 256 32,---, 8192 | 256 256

TABLE Il

THE PARAMETERS USED IN THE THEORETICAL MODEL AND ITS VALIDATON.

38AFR Sq is the queue at MAC layer for temporarily store the pacrom the AFR IFQ in AFR’s simulations.
bAFR IFQ is the queue between MAC and its upper in AFR’s sinioet

For large frame sizes, fragmentation plays a critical roledfficiency. The fragment sizes used in Fig. 5(b) are

the optimal ones. The method of determining the optimalrfragt size is explained in Section V-C.

C. Optimal fragment size

As the third application of the proposed model, we use it talyse the optimal fragment size. In the AFR
scheme, we propose to divide large frames into fragmentsipodve the efficiency. To make the best use of this
technique, it is desirable to use an optimal fragment site dptimum may have different definitions, a suitable
one here is the fragment size which maximizes the throughput

Let us look at the impact of fragment sizes as illustratedign B. Here, we use a constant frame size (8192

bytes) and different fragment sizes. The x-axis represtr@sragment sizes, the y-axis represents the absolute
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(i.e., always positive) differences between the througluging the current fragment size and the throughput using
the optimal fragment size. The PHY date rate is 54Mbps, th& Ade is 6Mbps, and the number of STA is 10.
From the results we can see that: First, the optimal fragmsieas are not constant in different channel conditions.
Second, if we allow forl0% performance loss, theh28 and 256 can be used as near-optimal fragment sizes.
Question is if these two values are also suitable for otheditimns. To answer this, results under varied PHY
layers are summarised in Table IV. Interestingly, these dptimal values are not sensitive to the PHY rates since
they always lead to less tham% throughput losses. Other results under different numbe3Tés, and different
frame sizes are also obtained, but will not be plotted here tdutheir similarity to the results in Table IV. As a
whole, 128 and 256 are the optimal fragment sizes.

Based on these two optimal fragment sizes. A simple fragatiemt algorithm can be descried as: for a packet

P with a size ofL,, find them which satisfies that
(m—1)-256+1< L, <m-256

wherem = 1,2, ...,256. Then we divideP into m fragments, each of which has a size in the rang&f@f, % +
1. % + (m—1)). In this way, the sizes of all fragments will fall betwe&28 and256 bytes, which are the best

ones for the throughput.

o
~

o
w
]

o

o
)

o
s

128 256 512 1024 2048 4096 8192
Fragment size (bytes)

o
-

Differences to optimal throughput
o
o o

WO

2 64

Fig. 6. The x-axis represents the fragment sizes, the yfrapigesents the absolute (i.e., always positive) diffeesrmetween the throughput
using the current fragment sizes and the throughput usiegptimal fragment sizes. Other parameters are listed inIK@ and Table IlI.

Rate$ 64° 128 256 512

54/6 2.5%, 10.4944.5% | 0.0%, 2.9%, 6.2%| 6.6%, 0.0%, 2.3%| 28.2%, 0.0%, 0.0%
108/24 | 1.8%, 9.4%,13.2% | 0.0%, 2.7%, 5.7%| 6.9%, 0.0%, 0.2%| 28.4%, 0.0%, 0.0%
216/24 | 0.1%, 8.3%,11.6% | 0.0%, 2.6%, 5.2%| 6.9%, 0.0%, 1.6%| 28.8%), 0.0%, 0.0%
432/54 0.0%, 7.0%, 9.9% | 0.0%, 1.9%, 4.1%| 7.7%, 0.0%, 1.3%| 30.2%, 0.1%, 0.0%
648/216 | 0.0%, 5.5%, 8.7% | 0.0%, 0.1%, 3.3%| 8.8%, 0.0%, 1.6%)| 31.2%, 0.0%, 0.0%

TABLE IV

DIFFERENCES TO OPTIMAL THROUGHPUT IN DIFFERENPHY LAYERS.

aThe PHY rates are on the left of the slash, the basic ratesratheoright. The unit of the rates is Mbps.
bThe results are frames with 64-byte fragments, under BER?, 10~5, 10~ ¢ respectively.
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D. Comparison with Similar Schemes

In this section, we use the theoretical model to compare ARR feur similar schemes: Burst ACK ([28] [29]

[31]), Block ACK ([3] [34]), Packet Concatenation (PAC) [R@nd Aggregation[16].

backoff

BurstACK DIFS PHYhdr | Frame SIFS [ACK | SIFS [ -=s-seseeeees SIFS | PHYhdr | Frame SIFS [ACK

BlockAck Block
BlockACK DIFS PHYhdr | Frame | SIFS | -==--===--- PHYhdr | Frame | siFs [ © 00 [ sips | P00
Request Ack

DIFS PHYhdr | Fra S | Frame [xeeeeeeeeeeeienensd S SIFS | ACK
PAC * T Py har PHYhdr [ ;
backoff
Aggregation DIFS PHYhdr | MD | Frame | MD | Frame f----voeeeesennnnns MD | Frame | sIFs | ack
backoff
AFR | DIFS | PHYhdr frame SIFs | Ack

Fig. 7. Five schemes compared in this paper. 1) Burst ACK.I83BACK. 3) Packet Concatenation from [20]. 4) Aggregatfoom [16]. 5)
AFR.

The reason that we can use the same model for all these sclieethas this model is designed for CSMA/CA
based MAC protocols. As long as a scheme is based on CSMAMAWo dimensional Markov Chain can be
used, Equation 1 is also valid. What we need to change arediimations (Equations 2, 3, 4) and the corresponding
probabilities (Equations 5, 6, 7).

The five schemes can be classified into two categories: 1)t B\@& and Block ACK; 2) PAC,Aggregation
and AFR. The schemes in the first category trangmittiple frames once obtain the channel; The schemes in the
second category transnaihly one frame, and they all use aggregation. Only in AFR, fragmémtailus aggregation
is employed.

For Burst ACK and Block ACK. If collisions happen, then the ald Burst/Block is lost; Errors distribute
according to the independent and identical distributiothie Burst/Block.

The PAC scheme is similar to our AFR scheme, except befork packet in a frame there is a sub-physical-
header, which is transmitted ir2us for IEEE 802.11a.

The Aggregationscheme in [16] uses a specidélimiter before each packet in a frame. As shown in [25],
delimitation techniques need support from the PHY layerpémticular, zeros should be inserted to ensure the
particularity of thedelimiter. The number of zeros should be inserted depends on the ditles delimiter and the
packet. For a 8-bitlelimiter as in [16],ﬁ zeros are needed, whefeis the packet size, and = 5 [25].

The results are shown in Fig. 8. First, the schemes based gregagion (the second category) outperform

those non-aggregation ones. Second, the PAC scheme hasaiteiroughput in the second category due to its
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slow sub-physical-header. Third, AFR achieves the bestesih combines the benefits of both aggregation and

fragmentation.

=B8-AFR
—#— Aggregation
=—+=PAC

== Block ACK
=©-Burst ACK

80

Saturation throughput (Mbps)

60

IN
S

5 1‘0 26 30 E;O éO
The number of STAs

Fig. 8. Saturation throughput of the five schemes compareHisnpaper. The PHY data rate is 432 Mbps, basic rate is 54 Mbps other
parameters are listed in Fig. 1(c) and Table IlI.

E. Delay Analysis

Following the analysis above, the saturation delay can la¢sderived. Delay is the time period during which an
upper layer packet is successfully transmitted by MAC. Site queue is never null under the saturated assumption,
the delay here denotes only the MAC layer CSMA/CA delay widonsists of idle slots, collisions, errors and
transmission delays.

Let S/meme pe the system throughput in frame-per-second rather thgmebisecond. That is the MAC layer can
transportS/me™e frames in one second, thus the delay to successfully tramsmai frame isl /S/"*™¢, where

E[number of frames]

Sframe _ E[T] (12)

Let Darr and Dpcor be the MAC delay of AFR and DCF respectively. For the DCF dedayjust explained,

PiTy + PgTs + PcTc + PrT,
Dpep — Td1 + ss-;sc c+ PelE (13)

In the AFR scheme, however, a packet is partially transchitteone transmission. Thus, we need to know the
transmission times in which all the fragments of this packet transmitted. Each fragment will be successfully

transmitted in< a attempts with probability
(1 _ pg,rag) + (pé‘rag)(l _pé‘rag) L+ (pé[mg)afl(l . pg»rag) —1_ (pg»rag)a. (14)

Suppose that a packet of length arrives and is cut intd/ fragments. The probability of successfully transmitting
M fragments in< a attempts is(1 — (p/"29)2)M . Further, assuming that errors are independent, the piliipais

transmitting a packet in exactly attempts is(1 — (p/"9))M — (1 — (p/re9)a=1)M So the expected number of
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retransmission attempts can be written as

A=) a1 =M = 1 (plrn)=HM]. (15)

M8

a=1

Here, the sum may be truncated to account for finite retressarn attempts. Therefore,

PrTr + P3T5 + Po'Te
. 16
2 (16)

Dyrr=A

A delay comparison using Equations 13 and 16 is given in Fig. 9
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256 512 1024 2048 8192 65536 256 512 1024 2048 8162 65536
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Frame size (bytes)
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Fig. 9. MAC delay: AFR vs DCF. The PHY data rate is 54 Mbps, baate is 6 Mbps. The other parameters are listed in Fig. X{d)Table
1.

VI. SIMULATIONS

A. The simulation setup

In this section, we introduce our implementation of AFR ie tietwork simulatoNS-2[10].

In the NS-2version 2.27 [10], the PHY headers are transmitted at the Bat rate. However, the IEEE 802.11a
standard [2] and the IEEE 802.11n proposals [4], [7] spetlist PHY header should be transmitted within a
constant duration2Qus in 802.11a) no matter what the PHY data rate is. We chang&I 82 code accordingly.

Our network topology is a single-hop WLAN in which all the S§Are put on a line and the transmission power
is high enough to cover all the other STAs, so that there arbidden terminals in the network. Such a topology
is a typical one proposed for future WLANSs [8], the multi-heptension of the AFR scheme will be our future
work.

To guarantee fairness in the simulations, we use the Jaiirisels index [19] which is a real value between

0 and 1. In particular, Jain’s fairness indéxs defined as:

i 5)° Si)% (17)
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wheren stands for the number of STAs at{ is the throughput of STA. When every STA achieves exactly the
same throughput] is equal to 1. If only one STA happens to dominate the chanmigedy, I approached /n. In
our simulations, we run each test for a long enough duratioobtain a fairness indek > 0.95.

We summarize the assumptions of the simulations in theiatig:

« There are no hidden terminals.
« Channel model: We use the discrete-time, memory-less @aushannel as an example. In such a channel,
the bit errors are assumed to occur independently and @giytdistributed over a frame [13]. Let; andp,

denote the frame size and the BER respectively, then theefiemor ratep. can be derived as:
pe=1-—(1- pb)Lf. (18)

wherep, is assumed to be known by MAC. Although the memory-less Gansaodel is unable to capture
the fading characteristics of the wireless channel, it idalyi used to model wireless channels due to its
simplicity”.

o RTS/CTS: We do not use RTS/CTS in our simulations. BasidhlyRTS/CTS technique does not change the
running logic of either AFR or DCF, i.e., what we are inteegkin is how the AFR scheme will improve
the performance of the basic CSMA/CA scheme. Besides, bd® &d CTS frames need a PHY header,
which causes large overhead in very high-speed WLANs. TRUS/CTS are unlikely to be a good option in
single-hop WLANS.

B. Metrics

In this section, we define the metrics that will be used in tineutations. Letc denote the number of packets
(packet size id., bytes) successfully received by all the STAs ardknote the simulation duration. L&t denote
the time at which théth packet is put in the interface queue (IFQ) between MAC andpiser layer at the sender.

Let ¢ denote the packet at which th¢h packet is transferred to its upper layer by the receiver.

« Throughput (=c * L, * 8/t Mbps): Throughput represents the maximum rate at which t#&Nhyer can
forward packets from senders to receivers without packetds. Since in a WLAN, all the STAs share a
common medium, this throughput is what achieved by the whgstem rather than by a single STA.

« Average delay (X>_.", (tf —t7))/m): Average delay represents the mean duration betweenntteedipacket
arrives at the IFQ and the time it is transferred to the rea&wpper layer successfully.

4In a fading channel, the bit errors tend to cluster togethew bursts [14]. In the gap between two consecutive burster @robability
decreases to almost zero. In a burst, however, the errows wgih high probability. This characteristic can be desed by a correlation factor, a
value that ranges from 0 to 1. With a correlation factor clus8, the channel becomes a Gaussian one. On the other haed tiMhcorrelation
factor approaches 1, all errors occur consecutively. Theutthput in the fading channel is expected to be higher thahe Gaussian channel,
because fewer retransmission are required [9].
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o Peak delay (znaz{d***,d5***,--- ,d**}, whered"** denotes the maximum average delay among all the
packets successfully received by STA Peak delay is the maximum delay experienced by a sucdlyssfu
transmitted packet in one simulation. This metric is usedHDTV.

« Percentage delay: A suitable metric for VoIP should be threqgrgage delay at the application level. It can be
defined as the percentage of packets whose delay are greartea tdelay upper limit (e.g, at the application
layer, the system should tolerate less than 1% of packetsavhelays are greater than 8. This is the
criterion proposed in IEEE 802.11n’s requirement [8]). Ae tMAC layer, we use a similar percentage, i.e.,

there should be less than 1% of packets whose delays aregteah 15ms in the system.

C. CBR traffic

Constant Bit Rate (CBR) traffic is a simple application whigdmerates constant-size packets with a fixed rate.
There are not any application level ACKs for lost packetstbeocontrol mechanisms for retransmission. Thus we
use it as a basic test for evaluating the functionalitieshefnew MAC layer.

As a first example, we compare AFR and DCF while increasingPtH¥ data rates. As illustrated in Fig. 10(a),
the DCF scheme’s efficiency is always bounded by that of thalidase as discussed in Section IlI-A. But the AFR
scheme exceeds this limit easily and improves MAC efficielocground 60% and 35% for 54Mbps and 432Mbps
PHY rates, respectively. Compared to DCF, the improvemehAFR ranges from 50% up to 200% (Fig.10(b)).

Fig. 10 | Fig. 11 | Fig. 12 Fig. 13 | Fig. 14 Fig. 15 | Fig. ??
Number of STAs %) 10 varied 10 50 ()50 (b)varied | varied varied
Application rate (Mbps)| R/ n 54 54 54 N/A 20 0.096
Data rate (Mbps) R) varied 432 432 432 432 432 432
Basic rate (Mbps) R/9 54 54 54 54 54 54
AFR Sq (packets$) 10 10 10 10 10 10 10
AFR IFQ (packetd 10 10 10 10 10 10 10
DCF IFQ (packet$) 20 20 20 20 20 20 20
Packet (bytes) 1024 | 1024 | (a)1024 (b)8192| 512 1024 1500 120
DCF frame (bytes) 1024 1024 1024 512 1024 1500 120
AFR frame (bytes) 8192 8192 8192 varied 8192 9000 1200
AFR fragment (bytes) | 512 256 varied 512 (a)varied (b)512| 750 120

TABLE V

THE PARAMETERS USED IN THENS-2SIMULATIONS.

38AFR Sq is the queue at MAC layer for temporarily storing thekess from the AFR IFQ.

bAFR IFQ is the queue between MAC and its upper in AFR’s sinoet

°DCF IFQ is the queue between MAC and its upper in DCF'’s sinuriat

In this example, we use a constant PHY header duratiépd) from the IEEE 802.11a for all the PHY data
rates. This value will be increased for higher speed WLANSssjdce the decoding time of WLANs with higher
speed PHY layer will be longer than that of the 802.11a. Giwdanger PHY header, the efficiency improvement

will be greater than what is shown in this example.

SLet Syrr and Spcr be the throughput of AFR and DCF, then the improvemen{$sirr — Spcr)/Spcr
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Fig. 10. Simulation results for CBR traffic and different PHdta rates. The x-axis of both (a) and (b) represents the P¥ mhte. The
y-axis of (a) represents the ratio of the MAC throughput te BHY data rate. LeS4rr and Spcr be the throughput of AFR and DCF,
then The y-axis of (b) representSarr — Spcr)/Spcr. The parameters are listed in Fig. 1(c) and Table V.

The second example shows how the network’s load influenaepédhformance. In this example, the number of
STAs is increased and all the other parameters are kept ngetaAs shown in Fig. 11(a), AFR always outperforms
DCF. But, the gap between them becomes narrower when theoriets heavily loaded. This is due to the fact
that we use a constadtW,,;, and CW,,.. for all the simulations, so in a highly populated networklis@ns
happen so often that AFR is not sufficient to alleviate its actp Another observation is that AFR achieves lower
average delay than DCF while it still maintains higher tlgloput, see Fig. 11(b). In this simulation, we retransmit
a frame 4 times if collisions or errors happen, and we limé& fending queue size to be 20 packets. As a result,
the measured delay does not increased exponentially wétmtimber of STAs. This is a promising result for the
AFR scheme. It could be very useful for multimedia applicas whose delay requirements are usually strict. We

will show two examples in Section VI-E and VI-F to further doye this characteristic.
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Fig. 11. Simulation results for CBR traffic with different mbber of STAs. The parameters are listed in Fig. 1(c) and Teble

In the third example, we investigate the impact of the fraghsé&ze on the system performance. First, for ordinary
packet sizes such as 1024 bytes, as shown in Fig. 12(a), yitB8ilagments lead to 30Mbps higher throughput

than 1024-byte ones in a very noisy channel (eR5R = 10~%). The fragment size has negligible impact on
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throughput in clear channels in whidhER = 10~ and BER = 10~°, because most of the frames are transmitted
successfully, so fragmentation only adds some unnecessarpead. Second, jimbo framesre to be supported
as in Gigabit Ethernet, the packet size would be very large.gxample, Intel Pro 1000 Ethernet Adapter even
supports a huge packet size of 16110 bjitétere, we simulate a 8192-byte packet size as shown in Fidp).12
In this example, fragmentation is critical important foeteases wherdsER = 10~* and BER = 107°. In
particular, whenBER = 10—, AFR with 512-byte fragments achieves more than 100Mbps &R with 4096-

byte fragments. Moreover, DCF in thBER = 10~* case can barely transmit anything (throughput is almost

zero).
200 200
180 a a 1804
& 160 = 160
S0 2.
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Fig. 12. Simulation results for CBR traffic with differentaffment sizes. The parameters are listed in Fig. 1(c) and: Tbl

Comparing Fig. 12(a) to Fig. 12(b), we draw the conclusicat flnagmentation is of great importance in noisy
channels, especially fgumbo frames

We test another situation to see the impact of frame size @srsin Fig. 13. In this example, packets are not
fragmented. Clearly, in a noisy channé? R = 10~%), AFR achieves higher efficiency than DCF, but only for
smaller frame sizes such as 1024 and 2048 bytes, as showg.id3{a). This is because the Sq length is short (it
contains maximum 10 packets), and the channel is very nibisg, the actual frame size is likely to be less than the
desired one. In a less noisy channel (R R = 10~°> and BER = 10~°%), AFR keeps increasing the performance
with increased frame size. The ability to keep high perfarogafor large frames is an important attribute of the
AFR scheme. In Fig. 13(b), the average delay of AFR is less that of DCF. The larger the frame size the lower

the average delay.

D. TCP traffic

TCP is such a popular and successful transport layer prbtbabthe ability of a new MAC scheme to support
it is obviously a must. Therefore, we now investigate thepsupof the AFR scheme for TCP traffic.

Shttp://darkwing.uoregon.edu/"joe/jumbo-clean-gearlh
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Fig. 13. Simulation results for CBR traffic with differentafne size. The parameters are listed in Fig. 1(c) and Table V.

The most important difference between TCP and CBR is thaethee ACKs in TCP, which are small packets
from the viewpoint of MAC. For the AFR scheme, small packei decrease effectiveness since it is hard to
aggregate enough of them for a large frame. The good newsiisT®P is an aggressive protocol which increases
its sending rate after successful transmission, thus thare# tends to be heavily loaded.

All the results we report here are for long-lived TCP SACKMWRTP as the application. The application layer
packet length is 984 bytes. By adding 40 bytes TCP and IP heatlte MAC frame size is 1024 bytes.

First, we test a WLAN with 50 STAs. From Fig. 14(a) we can ses thFR achieves considerable gains over
DCF in all channel conditions. For a channel with®R = 10~° and BER = 105, AFR outperforms DCF
significantly but fragment sizes have unnoticeable impdidte impact of the fragment size becomes considerable
when BER is10~%. This behavior of the TCP traffic is just like that of the CBRffic in Fig. 12(a).

Second, we increase the number of STAs from 10 to 80 (Fig.)L484FR still achieves higher throughput than
DCF in all channels. Meanwhile, thanks to the TCP’s selfpdita ability, throughput of the TCP traffic is less

sensitive than that of the CBR traffic as shown in Fig. 11(a).
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Fig. 14. Simulation results for TCP traffic. The parametassisted in Fig. 1(c) and Table V.
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E. HDTV

According to the requirement of the IEEE 802.11n proposhl DTV should be supported in the upcoming
WLANSs. HDTV has a constant packet size of 1500 bytes, a sgndite of 19.2-24Mbps, and a 203 peak delay
requirement.

In this example, we use a 432Mbps PHY data rate, and a 90@0flane size for the AFR scheme. As we
increase the number of STAs in the network, we check if theiremnents of HDTV are still satisfied and illustrate
the results in Fig. 15. In such a network, DCF can only suppaitmultaneous HDTV streams, but AFR can support
6 and 9 streams foBER = 10~° and BER = 10~° respectively, which means more than 400% improvement.

This again demonstrates the advantage of AFR for high sgndite applications in very high-speed WLANSs.
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Fig. 15. Simulation results for HDTV traffic. The parametars listed in Fig. 1(c) and Table V.

F. VoIP

The last application that we consider is VolP, which is bafican UDP stream with a varying and low-speed
rate (96Kbps) and a small packet size (120 bytes) accordintpe IEEE 802.11n requirements [8]. VOIP is a
challenging application for CSMA/CA based WLANs becausbas a limited bandwidth requirement and small
packet sizes. Thus there may not be enough packets for AFRgegate, thus DCF and AFR are expected to
achieve more or less the same performance. In this examplshaw that a WLAN with pure VoIP traffic.

To characterize the variety of the sending rate, we use thdy& model [32] in which both ON and OFF period
of the traffic are 150@0ns. To compare the results, we use a criterion in which the ndtwan tolerate less than 1%
of packets with delays larger than 1os. As shown in Table VI, DCF fails to meet this requirement tatgr from
100 STAs whileBER = 104, and AFR’s loss percentages are always much less than DUOfesreason for this
behaviour is mainly due to the self-adaptive ability of ther@waiting mechanism. This simulation demonstrates

that AFR is still suitable for traffic with low rate and smakgket size such as VolP.
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10 50 80 90 100
AFR (BER=10"%) | 0.0% | 0.0% | 0.0% | 0.0% 0.22%
AFR (BER=10"°) | 0.0% | 0.0% | 0.0% | 0.0% | 0.0008%
AFR (BER=10"9) | 0.0% | 0.0% | 0.0% | 0.0% 0.0%
DCF (BER=10"%) | 0.0% | 0.0% | 0.0% | 0.0% | 3.085%
DCF (BER=10"°) | 0.0% | 0.0% | 0.0% | 0.0% | 0.430%
DCF (BER=10"°) | 0.0% | 0.0% | 0.0% | 0.0% | 0.322%

TABLE VI
SIMULATION RESULTS FORVOIP TRAFFIC. THE FIRST ROW REPRESENTS THE NUMBER O8TAS. THE OTHER ROWS REPRESENT THE
PERCENTAGE OF PACKETS WITH DELAY MORE THANL5 ms. THE PARAMETERS ARE LISTED INFIG. 1(C) AND TABLE V.

G. Comments

The conclusions that may be drawn from our simulations amensarized as follows:

« First, the simulation results confirm the conclusion drawont the theoretical analysis in Section V, that is
in the AFR scheme, the longer the frame size the better.

« Second, the simulations further confirm that fragmentaisonecessary, show that this is particularly true in
noisy channels fojumbo frames

« Third, even though new queues are added in AFR, its delapeédnce is much better than that of DCF due
to the zero-waiting technique.

« Fourth, complicated applications such as TCP, despite tbsepce of small ACK packets, do not make the
AFR scheme ineffective.

« Fifth, AFR is particularly effective for rich media applibans such as HDTV.

o Last, AFR achieves better performance than DCF for apjicatwith low-rate and small-sizes such as VoIP.

VII. CONCLUSION

The basic impetus of this work is to enhance the MAC layer fmywhigh-speed WLANSs. To this end, we have
designed and implemented a new MAC scheme — the AFR schemeeraiibnale of AFR is to aggregate as many
as possible packets from the upper layer into large framies.ldrge frames are then divided into fragments before
transmission. If errors occur, only fragments that are askaedged with errors will be retransmitted. To support the
functionalities envisaged, new MAC frame formats and theesponding dynamic logic including timing, queueing,
and retransmission mechanisms are designed and impletnientiee NS-2 simulator.

A theoretical model has been designed to evaluate the satuthroughput of the AFR scheme. This model is
used to compute the optimal frame and fragment sizes, andrpare AFR with the related schemes.

Extensive simulations have been carried out for differeaharios. From the results we have drawn the following
conclusions: First, the AFR scheme is very effective for VINSAwith very high-speed PHY layers. Second, its
behavior for applications with high sending rates, or lgpgeket sizes, or both, is very promising. Third, for low

sending rate and small packet size applications, the pedioce of AFR is still better than that of DCF.
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The objective of this paper is to show the potential and effficy of the aggregation idea, thus several possible
optimization techniques for the CSMA/CA are not addres&€aimbined with these, an integrated solution may be

more effective. These techniques include:

« Backoff optimization for WLANS: to curb the inefficiency ceed by the exponential backoff, a lot of work
has been done (e.g., [12], [15], [35]). Recently, non-exgmtial backoff is also proposed [18].

« Aggregation can also be combined with Block ACK of 802.11ktf8further improve efficiency, i.e., only
one ACK is used for a train of large frames instead of one.

« Two-way aggregation is another method, in which large fupiggyback in the ACK frames [4] [23].
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APPENDIX|: THE MARKOV CHAIN

In [11], Bianchi first introduced a bi-dimensional stochagirocess{s(t),b(t)} to model the backoff behavior
of the legacy DCF. Procedst) represents the backoff counter, and it is decremented abegening of each
slot. For an idle slot, the time scale bft) corresponds to a real slot time. In a collision slot, howebér) is
frozen for the duration of this transmission. Wheneig) reaches zero the STA transmits and starts another round
of backoff regardless of the outcome of the transmissiore fiéw backoff starts from a value selected randomly
from O to contention windoww'IW. The CW shall be reset after a successful transmission and be dbubl¢o a
maximum valueC'W,,,,.. for corrupted cases. This implies thdt) depends on the transmission history, therefore
is a non-Markovian process. To overcome this, another psage) is defined to track the contention window size.

This bi-dimensional stochastic process is a Markov chaideurthe following two assumptions. First, the
transmission probability- is constant in every slot time. Second, at each transmisai@mpt, regardless of the

number of retransmission, each frame is lost with an inddgenconstant probability;.
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Fig. 16. The Markov chain used in this paper

Under these assumptions, the bi-dimensional stochasticeps{s(¢),b(t)} forms a Markov chain as shown in
Fig.16. In this chain, all the states are ergodic becaugedahe aperiodic, recurrent and non-null, thus a stationary
solution exists [21]. Given the stationary distributiorng wan solver andp; with this Markov chain as follows.

Let us consider the first formula for; and7. In the Markov chain abovey; stands for the probability that the
contention window is doubled because of either collisiongmors. Bianchi's paper assumes there are no errors
in the channel, sp; = p. = 1 — (1 — 7)"~! wheren stands for the number of STAs in the system. If the
contention window is reset after an erroneous transmissiemp; = p,; if the contention window is doubled,
thenps = p. + pe — pc - pe Wherep, stands for the packet error rate. In the AFR scheme, thevescegénds back
the ACK frame in both successful and erroneous cases,pthesp..

Now, we introduce the second formula fey andr. The transmission probability in a slot time should be the
sum of all the probabilities of the contention window desesato zero at all the backoff stages. le= ZZ’;O bio
wherem is the maximum backoff stage as defined ®@W,,q, = 2™ - CW,, andb; o is the probability of the
contention window decreases to zero at the staggianchi’'s paper assumes that a frame can be retransmitted
infinite times, which is inconsistent with the 802.11 speaifion [1]. Wu et al. loose this assumption in their work
[33]. We use formulas (8) and (9) in [33] to solbgy.

Finally, with these two formulas, a closed form solution fgrand is formed and both of them can be solved.

Therefore, we find the last variabterequired in (Equations 5, 6 and 7).



