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Abstract

Of interest here is a characterization of the undirected graphs G such that the

Laplacian matrix associated with G can be diagonalized by some Hadamard matrix.

Many interesting and fundamental properties are presented for such graphs along

with a partial characterization of the cographs that have this property
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1 Introduction

Throughout this article we consider only simple graphs. Let G = (V, E) be a graph with

vertex set V = {1, 2, · · · , n}. The adjacency matrix of G, denoted by A(G), is defined as

the n× n matrix A(G) = [aij], where

aij =

 1, if i and j are adjacent in G,

0, otherwise.
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The Laplacian matrix of G is defined as L(G) = D(G)−A(G) where D(G) is the diagonal

matrix of vertex degrees of G. It is well known that L(G) is a singular positive semidefinite

matrix. Throughout, the spectrum of G is defined as

S(G) = (λ1(G), λ2(G), · · · , λn(G)),

where λ1(G) ≤ λ2(G) ≤ · · · ≤ λn(G) are the eigenvalues of L(G) arranged in nondecreas-

ing order. For any graph G, λ1(G) = 0, with the all ones eigenvector 11 as a corresponding

eigenvector. There is an extensive literature on Laplacian matrices in general, and on

their spectra in particular. We refer the interested reader to the survey articles [10], [11]

and [13], and the references therein, for further information (see also [4, 8]). Henceforth

we say λ is an eigenvalue of G (λ ∈ S(G)) to mean that λ is an eigenvalue of L(G). A

graph G is said to be Laplacian integral, if each element of S(G) is an integer.

One of the motivations for considering Laplacian eigenvalues arises from considering

a vertex cut in the graph G. Specifically, if the vertex set V is partitioned into two

nonempty sets A and B, of sizes k and n − k respectively, then letting E denote the

collection of edges that have one end vertex in A and the other in B, a standard pair of

inequalities (see [6, 13]) assert that

λ2(G) ≤ n|E|
k(n− k)

≤ λn(G).

These inequalities are established by considering the n-vector xA,B which has an entry

n − k in each position corresponding to a vertex in A, and an entry −k in each po-

sition corresponding to a vertex in B. Observing that xA,B ⊥ 11, one then notes that
xT

A,BL(G)xA,B

xT
A,BxA,B

= n|E|
k(n−k)

, and appeals to a standard result on symmetric matrices. Note that

equality holds in either the lower bound or the upper bound only if the vector x is an

eigenvector of L.

A good deal of the literature on Laplacian spectra for graphs focuses on how the

combinatorial structure of a graph is reflected in one or more of its Laplacian eigenvalues.

In this paper, we turn our attention to the eigenvectors of the Laplacian matrix for a

graph; while there is some existing literature in this area (see for instance [2] and [12]),

the volume of such results is rather less extensive than that on Laplacian eigenvalues.
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In this paper we deal extensively with the case that a connected graph G on n vertices

has the property that L(G) admits eigenvectors whose entries consist entirely of 1s and

−1s. Observe that since any such eigenvector x is orthogonal to 11, the 1s and −1s in x

generate a vertex cut of G into two subsets of cardinality n/2.

Recall that an n× n matrix H = [hij] is a Hadamard matrix of order n if the entries

of H are either +1 or −1 and such that HHT = nI. That is, a (+1,−1)-matrix is a

Hadamard matrix if the inner product of two distinct rows is 0 and the inner product of a

row with itself is n. It is known that for a Hadamard matrix H of order n, |det(H)| = n
n
2 ,

and evidently H−1 = 1
n
HT for such an H.

It is also easy to check that if the rows and columns of a Hadamard matrix are

permuted, the matrix remains a Hadamard matrix. Further, if any row or column is

multiplied by −1, the property of being a Hadamard matrix is retained. Thus, it is

always possible to arrange to have the first row and first column of a Hadamard matrix

contain only +1 entries. A Hadamard matrix in this form is said to be normalized.

It is known that a necessary condition for the existence of an n×n Hadamard matrix

is that n = 1, 2, 4k for some positive integer k. The following much studied conjecture

addresses the sufficiency of this condition.

Conjecture 1 (Hadamard) An n × n Hadamard matrix exists for n = 1, n = 2, and

n = 4k for any k ∈ N.

We say that a graph G is Hadamard diagonalizable if it has the property that L(G)

is diagonalized by some Hadamard matrix. In this paper, we investigate the following

question: Which graphs are Hadamard diagonalizable? As noted above, any (1,−1)

eigenvector x of L(G) can be thought of as corresponding to a vertex cut of V into two

subsets A and B, each of cardinality n
2
, where A is the set of vertices of G for which the

corresponding entry in the eigenvector is 1, and B is the set of vertices of G for which

the corresponding entry in the eigenvector is −1. If such an eigenvector x corresponds

to eigenvalue λ, we find from the eigen-equation that each vertex in A is adjacent to λ
2

vertices in B, and vice versa. Thus, a (1,−1) eigenvector for L corresponds to an ‘evenly

balanced’ vertex cut in G. Suppose now that we have two (1,−1) eigenvectors x and
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y, with corresponding vertex cuts A, B and A′, B′, respectively. Then the inner product

xT y can be written as

xT y = |A ∩ A′|+ |B ∩B′| − |A ∩B′| − |B ∩ A′|.

In particular, if x and y are orthogonal, then

|A ∩ A′|+ |B ∩B′| = |A ∩B′|+ |B ∩ A′|. (1)

Thus, by asking for a graph G to be Hadamard diagonalizable, we are asking for G to

possess a system of n evenly balanced cuts with the additional property that for any pair

of distinct cuts A, B and A′, B′, their pairwise intersections satisfy (1).

In the sequel, we develop a number of basic properties of Hadamard diagonalizable

graphs, and determine all such graphs on at most 12 vertices. We also give a detailed

discussion of Hadamard diagonalizable cographs. It will transpire that all graphs that will

be of interest to us are regular, so that any conclusions drawn regarding the eigenspaces

of L(G) apply equally to A(G).

We note in passing that requiring certain eigenvectors to have entries only from a

restricted set of values (for example, {−1, 0, 1}) is not novel to this present work. In fact,

structured eigenspaces have been studied, particularly for the adjacency matrix of G (see,

for example, [1, 15]), and as such demonstrating the existence of a structured eigenbases

has become an interesting and important topic in spectral graph theory. In particular,

it is noted in [15] that for a more straightforward eigenvector analysis it is desirable

to achieve an eigenspace that is structurally simple. In [15] it is proved that every

cograph admits a simply structured eigenspace basis (eigenvectors entries come from the

set {−1, 0, 1}) for the eigenvalues 0 and −1 with respect to the adjacency matrix, and

with such an eigenbasis, interesting constructions may be obtained for producing certain

cographs. In addition, in [1] it is shown that the null space of the adjacency matrix of a

forest has a basis consisting of vectors with entries from the set {−1, 0, 1}. Furthermore,

in [1] it is suggested that the existence of a special bases (like those described above) are

generally easier to handle from a computation point of view.
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2 Preliminaries

In this section, we give a few definitions and background results that will be needed for

our subsequent discussion.

If all the vertices of a graph G have the same degree, then we say that the graph is

regular. A graph G is bipartite if its vertex set can be partitioned into two sets in such

a way that no edge is incident with two vertices in the same set. A graph G is called

a cograph, also known as a decomposable graph if and only if no induced subgraph of

G is isomorphic to P4, the path on 4 vertices. In [12], it is proved that any cograph is

Laplacian integral.

Suppose that G is a graph on n vertices, with Laplacian spectrum 0 ≡ λ1 ≤ λ2 ≤
. . . ≤ λn. Let Gc denote the complement of a graph G. Then the Laplacian spectrum

of Gc is 0, n − λn, n − λn−1, . . . , n − λ2 (see [12]). If G = (V1, E1) and H = (V2, E2) are

two graphs on disjoint sets of m and n vertices, respectively, their union is the graph

G + H = (V1 ∪ V2, E1 ∪ E2), and their join is G ∨H = (Gc + Hc)c, the graph on m + n

vertices obtained from G+H by adding new edges from each vertex of G to every vertex

of H.

Suppose that the orders of G and H are m and n, respectively. Observe that the

Laplacian matrix of G ∨H can be written as

L(G ∨H) =

 nI + L(G) −J

−JT mI + L(H)

 .

If x ⊥ 11 is any eigenvector of L(G) corresponding to an eigenvalue λi, i > 1, then we

have that

L(G ∨H)

 x

0

 = (n + λi)

 x

0

 .

Thus we see that n+λi is an eigenvalue of L(G∨H). In a similar manner it follows that

m + µi is also an eigenvalue of L(G ∨H), for each eigenvalue µi, i > 1, of L(H). As 0 is

an eigenvalue of L(G∨H) and the trace is the sum of the eigenvalues, we conclude that

m + n is also an eigenvalue of L(G ∨H). Thus we have the following result from Merris

[12, Theorem 2.1].
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Theorem 2 Merris [12] Let G and H be two graphs on m and n vertices, respectively.

Let λ1 ≤ λ2 ≤ · · · ≤ λm be the eigenvalues of L(G) and µ1 ≤ µ2 ≤ · · · ≤ µn be the

eigenvalue of L(H). Then the eigenvalues of L(G ∨H) are

0, m + n, λ2 + n, λ3 + n, . . . , λm + n, µ2 + m, µ3 + m, . . . , µn + m.

The eigenvalue m + n of L(G ∨H) corresponds to an eigenvector Y with

Y (v) =

 −n if v ∈ G,

m if v ∈ H.

Given two matrices R = [rij] and S, the tensor product of R and S is defined to be

the partitioned matrix [rijS] and is denoted by R ⊗ S. Given two graphs G and H, the

Cartesian product of G and H is defined as the graph G�H with vertex set V (G)×V (H).

Vertices (ui, vj) and (ur, vs) are adjacent in G�H if either ui = ur and {vj, vs} ∈ E(H)

or {ui, ur} ∈ E(G) and vj = vs. Fiedler [7] observed that

L(F�H) = L(F )⊗ I + I ⊗ L(H).

Thus we have the following result which completely describes the spectrum of the Carte-

sian product of two graphs (see also [9]).

Theorem 3 (Fiedler [7]) Let G and H be graphs with

S(G) = (λ1, . . . , λm) and S(H) = (µ1, . . . , µn).

Then the eigenvalues of L(F�H) are

λi + µj, 1 ≤ i ≤ m, 1 ≤ j ≤ n.

Moreover, if Xi is an eigenvector of L(G) affording λi and Yj is an eigenvector of L(H)

affording µj, then Xi ⊗ Yj is an eigenvector of L(G�H) affording λi + µj.

We have the following is useful observations about Hadamard matrices. If H is a

normalized Hadamard matrix of order 4k, then every row (column) except the first has

2k minus ones and 2k plus ones, further k minus ones in any row (column) overlap with

k minus ones in each other row (column). Also, note that, given Hadamard matrices H1

of order n and H2 of order m the tensor product of these two matrices, H1 ⊗H2, is also

a Hadamard matrix, of order nm.
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3 Basic properties of Hadamard diagonalizable graphs

We begin with the following basic, but useful, result.

Lemma 4 A graph G is Hadamard diagonalizable if and only if there is a normalized

Hadamard matrix that diagonalizes L(G).

Proof. Clearly if there is a normalized Hadamard matrix that diagonalizes L(G), then G

is Hadamard diagonalizable.

Suppose now that there is a Hadamard matrix H that diagonalizes L(G), and note

that each column of H is an eigenvector for L(G). If G is connected, then the null space

of L(G) is spanned by 11; thus, some column of H is either 11 or −11. It now follows

that there is a signature matrix S such that HS is a normalized Hadamard matrix that

diagonalizes L(G).

If G has k ≥ 2 connected components, say G1, . . . , Gk, it follows that L(G) can be writ-

ten as


L(G1) 0 . . . 0

0 L(G2) . . . 0
...

. . .
...

0 . . . 0 L(Gk)

 . Letting the orders of G1, . . . , Gk be n1, . . . , nk,

respectively, we find that any (1,−1) null vector for L(G) is of the form


(−1)a111n1

(−1)a211n2

...

(−1)ak11nk

 for

some collection of integers a1, . . . , ak. In particular, there is a column of H that is of that

form. Let S denote the signature matrix S =


(−1)a1In1 0 . . . 0

0 (−1)a2In2 . . . 0
...

. . .
...

0 . . . 0 (−1)akInk

 .

Observe that SH is a Hadamard matrix with a columns of all ones, and that SH di-

agonalizes SL(G)S. But from the block diagonal structure of L(G), it follows that

SL(G)S = L(G). Hence SH diagonalizes L(G), and it follows that there is a normalized

Hadamard matrix that diagonalizes L(G).
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For each n ≥ 1, we use Kn to denote the complete graph on n vertices, that is, the

graph with all possible edges, while Kc
n will be referred to as an empty graph. For n = 2,

there exits only one Hadamard matrix and K2 is the only graph diagonalizable by that,

excluding the empty graph. Also, it is easy to check that for n = 4, excluding the

empty graph, K2 + K2, K2,2 and K4 are the only graphs which are diagonalizable by the

Hadamard matrix of order 4.

The following observations show that given any Hadamard matrix H of order n =

4k, k ≥ 1, both K4k and K2k,2k are diagonalizable by H.

Observation 1 Let H be a normalized Hadamard matrix of order n = 4k, k ≥ 1. Then

Kn is diagonalizable by H.

Proof. Let H be a normalized Hadamard matrix of order n = 4k, k ≥ 1. We write H

as H =
[

11 H̃
]

and let D denote the diagonal matrix D =

 0 0T

0 nI

 .

Observe that

HDHT = nH̃H̃T and nI = HHT = J + H̃H̃T .

Thus we have, HDH−1 = 1
n
HDHT = nI − J = L(Kn).

Observation 2 Let H be a normalized Hadamard matrix of order n = 4k, k ≥ 1. Then

there is a permutation matrix P such that K2k,2k is diagonalizable by the Hadamard matrix

PH.

Proof. Let H be a normalized Hadamard matrix of order n = 4k, k ≥ 1. By permuting

the rows of H if necessary, we can write H in the form

H =


11 11

H̃

11 −11

 .

Let D be the diagonal matrix defined as D =


0 0 0T

0 n 0T

0 0 2kI

 .
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Thus, we have HDHT = n

 11

−11

[
11T −11T

]
+ 2kH̃H̃T .

Now HHT = nI gives

J +

 11

−11

[
11T −11T

]
+ H̃H̃T = nI.

This implies that

 2J 0

0 2J

 + H̃H̃T = nI.

Thus HDHT = n

 J −J

−J J

 + 2k
(
nI −

 2J 0

0 2J

)
= n

 J −J

−J J

 + n2

2
I −

n

 J 0

0 J

 .

Hence HDH−1 = 1
n
HDHT = 2kI −

 0 J

J 0

 = L(K2k,2k).

The conclusion now follows.

Our next result shows that all Hadamard diagonalizable graphs are regular and Lapla-

cian integral. Further, the Laplacian eigenvalues of such graphs are even integers.

Theorem 5 Let G be a graph of order n which is Hadamard diagonalizable. Then G is

regular and all its Laplacian eigenvalues are even integers.

Proof. Let HT L(G)H = D*, for some diagonal matrix D*. That is, L(G)H = HD,

where D = 1
n
D*.

Fix an index i with i = 1, 2, . . . , n. There exists a corresponding signature matrix Si

such that eT
i HSi = 11T ; observe that HSi is another Hadamard matrix.

Now, eT
i L(G)HSi = eT

i HDSi = eT
i HSiD = 11TD. Thus

eT
i L(G)HSi11 = 11TD11 =

n∑
j=1

λj(G). (2)

Since HSi is a Hadamard matrix, its rows are pairwise orthogonal. Since the i-th row

of HSi is 11T , it follows that HSi11 = 11T 11ei = nei. Thus

eT
i L(G)HSi11 = eT

i L(G)[HSi11] = eT
i L(G)[11T 11ei] = neT

i L(G)ei. (3)
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From Equation 2 and Equation 3, we have

di = eT
i L(G)ei =

1

n

n∑
j=1

λj(G),

where di denotes the degree of the i-th vertex in G. It now follows that G is a regular

graph with regularity r = 1
n

∑n
j=1 λj(G).

Next we shall prove that all the nonzero eigenvalues of L(G) are even integers. Let λ

be a nonzero eigenvalue of L(G).

Since L(G)H = HD, we have L(G)hi = λhi, for some column hi of H and λ = di, the

i-th diagonal entry of D. Note that, hi consists of n
2

entries of+1 and n
2

entries of −1 and

the corresponding vertices form a cut in G. Thus using some permutation operations,

we can write  L(G1) + D1 −A

−AT D2 + L(G2)

 11

−11

 = λ

 11

−11

 , (4)

where G1 and G2 are induced subgraphs of G corresponding to the positive and negative

vertices of G valuated by the eigenvector hi.

From Equation 4, we have [L(G1)+D1]11+A11 = λ11 and [L(G2)+D2]11+AT 11 = λ11.

Thus, 2D111 = 2D211 = λ11 and hence λ is an even integer.

A consequence of Theorem 5 is that for any Hadamard diagonalizable graph G, L(G)

is just a scalar translate of A(G). Hence any conclusions drawn on the eigenspaces

associated with L(G) apply equally to the eigenspaces of A(G) as well. This then frames

our eigenspace analysis within the context of existing such work like that in [15].

Lemma 6 Let G1 and G2 be two graphs. If G1 + G2 is Hadamard diagonalizable, then

G1 and G2 satisfy the following properties.

(i) G1 and G2 both are regular graphs of same order and same regularity.

(ii) G1 and G2 both have even eigenvalues.

(iii) G1 and G2 share the same eigenvalues.

Proof. Let G1 be of order m and G2 be of order n. We have

L(G1 + G2) =

 L(G1) 0

0 L(G2)

 .
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There is a normalized Hadamard matrix H whose columns are eigenvectors of L(G1+G2).

Thus two of the columns of H are

 11

11

 and

 11

−11

 , which serve as null vectors of

L(G1 + G2). Since these two columns of H are orthogonal, we have m = n. Further, by

Theorem 5, G1 +G2 is regular and has even eigenvalues, thus both G1 and G2 are regular

and of same regularity having even eigenvalues. Thus, we have (i) and (ii).

Let λ be an eigenvalue of L(G1 + G2), and let x be a column of H that serves as

an eigenvector of L(G1 + G2) corresponding to λ. We can write x as x =

 u

v

, where

each of u and v is a (1,−1) vector. Since L(G1 + G2)x = λx we have L(G1)u = λu and

L(G2)v = λv. Hence both L(G1) and L(G2) have λ as an eigenvalue. Since the spectrum

of L(G1 + G2) consists of the union of the spectra of L(G1) and L(G2), we have (iii).

Lemma 7 Let G be a Hadamard diagonalizable graph. Then Gc, G + G, and G∨G are

also Hadamard diagonalizable.

Proof. Suppose that L(G) is diagonalizable by a Hadamard matrix, say H. It is easy

to see that L(Gc) is diagonalizable by the same Hadamard matrix H. Then we can see

that the matrices L(G + G) and L(G ∨ G) are diagonalizable by the Hadamard matrix H H

H −H

.

Note that the converse of the above lemma is not always true. For example, consider

G = K6. Both K6 + K6 and K6 ∨K6 are diagonalizable by a Hadamard matrix of order

12, but since there does not exists any Hadamard matrix of order 6, K6 is not Hadamard

diagonalizable.

Lemma 8 Let G1 and G2 be two Hadamard diagonalizable graphs on m and n vertices.

Then G1�G2 is also Hadamard diagonalizable.

Proof. Let L(G1) and L(G2) be diagonalizable by the Hadamard matrices H1 and H2

of order m and n, respectively, say with H−1
i L(Gi)Hi = Di, i = 1, 2. Note that H1 ⊗H2

is a Hadamard matrix, and that (H1 ⊗H2)
−1 = H−1

1 ⊗H−1
2 . We thus have

(H1 ⊗H2)
−1L(G1�G2)H1 ⊗H2 = (H1 ⊗H2)

−1(L(G1)⊗ I + I ⊗ L(G2))H1 ⊗H2 =
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H−1
1 L(G1)H1 ⊗ I + I ⊗H−1

2 L(G2)H2 = D1 ⊗ I + I ⊗D2.

Hence H1 ⊗H2 diagonalizes L(G1�G2).

Using Theorem 5 and Lemmas 6, 7 and 8, we are able to determine all Hadamard

diagonalizable graphs on 8 vertices as follows:

a) the only 0-regular graph on 8 vertices is the empty graph, which is Hadamard diago-

nalizable;

b) the only 1-regular graph on 8 vertices is K2 + K2 + K2 + K2, which is Hadamard

diagonalizable;

c) the only 2-regular graphs on 8 vertices are (K2,2) + (K2,2), and C8; the former is

Hadamard diagonalizable, while the latter fails to be Laplacian integral, and hence is not

Hadamard diagonalizable;

d) there are five connected 3-regular graphs on 8 vertices [14]; of those only (K2,2)�K2

has Laplacian spectrum consisting of even integers, and it is Hadamard diagonalizable;

e) the only disconnected 3-regular graph on 8 vertices is K4 + K4, which is Hadamard

diagonalizable;

f) noting that the 4-regular (respectively, 5-regular, 6-regular, 7-regular) graphs on 8 ver-

tices are the complements of the 3-regular (respectively, 2-regular, 1-regular, 0-regular)

graphs on 8 vertices, we find that the remaining Hadamard diagonalizable graphs on 8

vertices are ((K2,2)�K2)
c = K4�K2, (K4 +K4)

c, ((K2,2)+ (K2,2))
c, (K2 +K2 +K2 +K2)

c

and K8.

Hence we have identified all 10 graphs of order 8 that are Hadamard diagonalizable.

Before we determine all graphs of order 12 that are Hadamard diagonalizable, the

following will be useful.

Observation 3 Here we list all of the regular graphs on six vertices and their eigenval-

ues. Each is listed according to its degree of regularity, r.

(i) r = 0: G = Kc
6; {0, 0, 0, 0, 0, 0, },

(ii) r = 1: K2 + K2 + K2; {0, 0, 0, 2, 2, 2},

(iii) r = 2: K3 + K3; {0, 0, 3, 3, 3, 3} or C6; {0, 1, 1, 3, 3, 4},
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(iv) r = 3: K3,3; {0, 3, 3, 3, 3, 6} or Cc
6; {0, 2, 3, 3, 5, 5},

(v) r = 4: (K2 + K2 + K2)
c; {0, 4, 4, 4, 6, 6},

(vi) r = 5: G = K6; {0, 6, 6, 6, 6, 6}.

We begin by considering the disconnected case first.

Lemma 9 The only disconnected graphs of order 12 that are Hadamard diagonalizable

are Kc
12 and K6 + K6.

Proof. If G is a disconnected graph on 12 vertices that is Hadamard diagonalizable,

then, by Lemma 6, we may write G = G1 + G2, where G1 and G2 are both regular

graphs on 6 vertices with the same degree of regularity and with common even integer

eigenvalues. Working through the above list it is not difficult to deduce that the only

cases of interest are: G1 and G2 are either both empty or both complete; or G1 and G2

(or their complements) are both K2 + K2 + K2 (that is, cases (i), (ii), (v), and (vi)). It

is not difficult to conclude that in the latter cases, it is impossible for the null space of

such a Laplacian matrix to be made up of (1,-1) orthogonal vectors. The former case

coincides with our proposed conclusion. This completes the proof.

We are now in a position to complete the case of graphs on 12 vertices that are

Hadamard diagonalizable. It is worth noting that the only connected graphs on 12

vertices that are Hadamard diagonalizable are the complements of the graphs above.

Proposition 10 The only connected graphs of order 12 that are Hadamard diagonaliz-

able are K12 and K6,6.

Proof. Suppose G is a connected graph of order 12 that is Hadamard diagonalizable.

Then G is a regular graph and has all even integer eigenvalues. Suppose 12 is an eigen-

value of G. Then Gc is disconnected, and so, by Lemma 9 we conclude that G must be

one of K12 or K6,6.

Now, assume G is such a graph and 12 is not an eigenvalue of G, and assume that H

is a 12 × 12 Hadamard matrix the diagonalizes L. The remainder of the argument will

depend on the smallest positive eigenvalue of G.
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Case 1: Suppose the smallest positive eigenvalue of G is 2. Then we may assume,

without loss of generality, that an eigenvector for 2 is of the form

 11

−11

 and that the

Laplacian for G is of the form:

L =

 L1 + I −I

−I L2 + I

 ,

where L1 and L2 are the Laplacians for two graphs G1 and G2 where both are of order 6

and both are regular of the same degree of regularity. Suppose that G1 has an eigenvector

v orthogonal to 11 corresponding to an eigenvalue λ ≤ 1. Letting u =

 v

0

 , we find that

u is orthogonal to the all ones vector of order 12, and that 0 < uT Lu = (λ+1)uT u ≤ 2uT u.

If λ < 1, then the smallest positive eigenvalue of L is less than 2, contrary to our

hypothesis. If λ = 1, then it follows that u must be an eigenvector of L corresponding to

the eigenvalue 2, which, by inspecting the structure of L and u, is impossible. A similar

argument applies to G2, and so we deduce that for both G1 and G2, zero is a simple

eigenvalue, and all remaining eigenvalues exceed 1.

Subcase 1.1 Both G1 and G2 are K6. Then L(G) =

 7I − J −I

−I 7I − J

 , where the

diagonal blocks are both 6× 6. We may write H as

 11 11 H1

11 −11 H2

 , where neces-

sarily the columns of the 6× 10 matrices H1 and H2 are all orthogonal to 11. Then

each column of H is an eigenvector of

 6I − J 0

0 6I − J

 , so that H diagonal-

izes L(K6 + K6). It now follows that H must also diagonalize

 I −I

−I I

 , where

again the diagonal blocks are 6× 6. Observe that any eigenvector of

 I −I

−I I


is either of the form

 w

w

 for some vector w, or of the form

 w

−w

 for some
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vector w. It now follows that we can permute the columns of H so that it has the

form

 11 11 W1 W2

11 −11 W1 −W2

 , where W1, W2 are both 6 × 5. But in this case, it

follows that
[

11 W1

]
is a 6× 6 Hadamard matrix, a contradiction.

Subcase 1.2 Suppose that 2 is not a simple eigenvalue of G. Then it follows that there

are (1,-1) vectors x, y such that xT 11 = yT 11 = 0 and w =

 x

y

 is a column of

H. Then 24 = wT Lw = xT L1x + yT L2y + xT x + yT y − 2xT y. Since the smallest

positive eigenvalue of both L1 and L2 must be strictly greater than 1, we see from

Observation 3 that in fact the smallest positive eigenvalues of L1 and L2 are at

least 2. We conclude that xT y ≥ 6 =
√

(xT x)(yT y), and so applying the Cauchy-

Schwarz inequality, xT y = 6 =
√

(xT x)(yT y); recalling the characterization of the

equality case in the Cauchy-Schwarz inequality, we find that necessarily x = y and

further (again referring to Observation 3) we must have G1 = G2 = Cc
6.

Observe that the largest eigenvalue of G is bounded above by the largest eigenvalue

of Cc
6 plus the largest eigenvalue of

 I −I

−I I

. Referring to Observation 3, it

follows that the largest eigenvalue of G is at most 7, and since G must have even

integer eigenvalues, we conclude that the largest eigenvalue of G is 6. Given that

both G1 = G2 = Cc
6, we find that the trace of L is 48 and the trace of L2 is 240.

Letting the multiplicities of 2 and 4 as eigenvalues of L be k1, k2, respectively, we

have the linear system 48 = 2k1 +4k2 +6(11− k1− k2), 240 = 4k1 +16k2 +36(11−
k1−k2); solving that system yields k1 = k2 = 3, and we see that the only allowed list

of eigenvalues for G is {0, 2, 2, 2, 4, 4, 4, 6, 6, 6, 6, 6}. From the development above

we observe that the only way for a column of H of the form w =

 x

y

 with

xT 11 = yT 11 = 0 to be an eigenvector for the eigenvalue 2 is if x = y (from our

Cauchy-Schwarz argument above) and in addition x is an eigenvector of Cc
6 for the

eigenvalue 2. Since 2 is a simple eigenvalue of Cc
6 and occurs as an eigenvalue of L

with multiplicity three, this is clearly impossible.
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Subcase 1.3 Suppose that 2 is a simple eigenvalue of G. We claim that in this case, any

eigenvector v of G1 that is orthogonal to 11 must correspond to an eigenvalue λ of

G1 with λ > 1. To see the claim, observe that if λ ≤ 1, then the vector u =

 v

0


satisfies uT L(G)u ≤ 2uT u and uT 11 = 0, so that necessarily u is an eigenvector

of L(G) corresponding to the eigenvalue 2, contrary to the hypothesis that 2 is a

simple eigenvalue of L(G).

A similar argument holds for G2, and so referring to Observation 3, we find that

G1 and G2 must be among the list {K3,3, C
c
6, (K2 +K2 +K2)

c}. In addition, we can

exclude the case that both G1 = G2 = Cc
6, since if this were the case, the argument

in Subcase 1.2 proves that two would be a multiple eigenvalue of G. Suppose first

that G1, G2 ∈ {K3,3, C
c
6} but not both are Cc

6. In this case the largest eigenvalue

of G is 8. Denote the multiplicities of the eigenvalues 4 and 6 of L by k1 and k2,

respectively. Using the fact that the traces of L and L2 are 48 and 240, respectively,

we arrive at the linear system 48 = 2+4k1 +6k2 +8(10−k1−k2); 240 = 4+16k1 +

36k2 + 64(10 − k1 − k2). Solving the system yields k1 = 9, k2 = −1, certainly a

contradiction. On the other hand, assume that both G1 and G2 are (K2+K2+K2)
c.

Again, working with the traces of L and L2 (which are 60 and 360, respectively) it

follows that the only allowed spectrum of G is {0, 2, 4, 4, 4, 6, 6, 6, 6, 6, 8, 8}. Using

the fact that there is no (1,-1) eigenvector of G1 for the eigenvalue 6, it follows that

there is not a (1,-1) eigenvector of G for the eigenvalue 8, a contradiction.

So we conclude that 2 is not a eigenvalue for any such G. Hence, by considering

complements, we may also rule out the possibility of 10 being an eigenvalue for any such

graph G.

Case 2: Suppose that the smallest eigenvalue of G is 4. Then we may assume, without

loss of generality, that an eigenvector for 4 is of the form

 11

−11

 and that the Laplacian

for G is of the form:

L =

 L1 + 2I −I − P T

−I − P L2 + 2I

 ,

16



where L1 and L2 are the Laplacians for two graphs G1 and G2, where both are of order 6

and both are regular of the same degree of regularity, and P is a permutation matrix with

zero trace. Furthermore, it is not difficult to verify that the smallest positive eigenvalues

for G1 and G2 must both be at least two. Hence G1, G2 ∈ {K3,3, C
c
6, (K2+K2+K2)

c, K6}.
Thus the largest eigenvalue of G is at least 8, and if it exceeds 8, then this eigenvalue

must be at least 10, but we have ruled out all such graphs G in the above cases. So the

largest eigenvalue of G must be exactly 8.

Let x be an eigenvector for λ = 6 of L1. Then the largest eigenvalue of L will be 8

if

 x

0

 is an eigenvector for L, that is, if Px = −x for such an eigenvector x. If G1 is

K6, then there are five linearly independent eigenvectors for λ = 6. Furthermore, it is

not possible that Px = −x, for each of these five eigenvectors. This rules out the case of

both G1 and G2 being K6.

Suppose both G1 and G2 are (K2+K2+K2)
c. Then we may assume that the eigenvec-

tors for L1 corresponding to 6 are of the form: x1 =


11

−11

0

 and x2 =


11

0

−11

. It is not

difficult to verify that it is impossible for Px1 = −x1 and for Px2 = −x2 simultaneously.

For the remaining cases, G1 and G2 must be one of {K3,3, C
c
6}. Then G is regular

of degree 5, and using the fact that the largest eigenvalue of L is 8, it follows that the

only allowed spectrum for G is {0, 4, 4, 4, 4, 4, 4, 6, 6, 8, 8, 8}. We finish the argument by

considering three separate cases.

Suppose that both G1 and G2 are Cc
6. Then we may assume that the (unique) (1,-1)

eigenvector of L1 corresponding to the eigenvalue 2 is of the form x =

 11

−11

. Then

the only way 4 can be the smallest eigenvalue of L is if Px = −x, and hence P must be

of the form:

P =

 0 Q

R 0

 ,

for some permutation matrices Q, R. Now we may draw a similar conclusion for L2

and the (unique) (1,-1) eigenvector corresponding to the eigenvalue 2. From this, we can
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completely determine the form of G, and observe that the eigenvectors of L corresponding

to the eigenvalues 0, 4, 4, 4 are given by:
11

11

11

11

 ,


11

11

−11

−11

 ,


11

−11

11

−11

 ,


11

−11

−11

11

 .

Consider a (1,-1) eigenvector of L corresponding to eigenvalue 6 (or 8), partitioned as
x1

x2

x3

x4

. Setting si = 11T xi, we find from the orthogonality condition for eigenvectors

associated with distinct eigenvalues, that si = 0 for all i, but this is a contradiction, as

each xi has order 3.

A similar argument applies if both G1 and G2 are K3,3. So, finally suppose that G1 is

Cc
6 and that G2 is K3,3. Following similar reasoning as above, we deduce the existence of

the following four eigenvectors of L corresponding to the eigenvalues 0, 4, 4, 8:
11

11

11

11

 ,


11

11

−11

−11

 ,


11

−11

0

0

 ,


0

0

11

−11

 .

Now considering a (1,-1) eigenvector of L for λ = 6 (which is distinct from 0, 4 and

8, and so orthogonal to eigenvectors associated with those eigenvalues), we arrive at a

contradiction.

So we conclude that 4 is not a eigenvalue for any such G. Hence, by considering

complements, we may also rule out the possibility of 8 being an eigenvalue for any such

graph G.

Case 3: The only nonzero eigenvalue of G is 6. However, no such regular connected

graph on 12 vertices has this property.

This completes the proof.
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4 Eigenspaces for regular cographs

The class of complement reducible graphs (or cographs for short) consists of those graphs

that can be constructed from isolated vertices by a sequence of operations of unions

and complements. Equivalently, a graph is cograph if and only if it has no induced

P4 subgraphs. If G is a connected cograph, it is known (and not difficult to show, by

induction on the number of vertices) that G can be written as G1 ∨ . . . ∨ Gk, where

G1, . . . , Gk are disconnected cographs of lower order. The paper [3] surveys a number of

results on cographs. It is known that any cograph is Laplacian integral (see [5, 12]); in

light of our discussion in this paper, it is natural to wonder which cographs are Hadamard

diagonalizable. In this section, we address that question.

Theorem 11 Let G be a cograph. Then there exists a basis B of eigenvectors of L(G)

such that each vector of B has at most two distinct nonzero entries.

Proof. The proof follows directly by using Theorem 2, and applying induction.

The converse of Theorem 11 fails in general, as there are graphs G such that L(G) has

a basis of eigenvectors such that each vector in the basis has at most two distinct nonzero

entries, but G is not a cograph. The following result helps to establish that statement.

Lemma 12 If G is a connected graph on n ≥ 3 vertices, then G�K2 is not a cograph.

By taking any connected Hadamard diagonalizable graph G on at least 4 vertices, we

can produce a graph G�K2, which is also Hadamard diagonalizable and hence it has a

basis of eigenvectors such that each vector in the basis has at most two distinct nonzero

entries. However, G�K2 is not a cograph.

A natural question that arises here is to characterize all the Hadamard diagonalizable

cographs. C4 and K4 are the only two Hadamard diagonalizable cographs of order 4.

As it has been discussed earlier a Hadamard diagonalizable graph is regular and all

its Laplacian eigenvalues are even integers. So we have to consider the obvious necessary

conditions in our search of regular Hadamard diagonalizable cographs.

The following lemma is useful in reaching our goal.
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Lemma 13 Let G = G1 ∨ G2 be a regular cograph on n vertices that is Hadamard

diagonalizable, where both G1 and G2 are disconnected. Then |G1| = |G2| = n
2

and both

G1 and G2 are regular graphs with same degree of regularity.

Proof. Consider Gc, which is also Hadamard diagonalizable. Since Gc = GC
1 + Gc

2, and

since each of Gc
1 and Gc

2 is connected, we find from Lemma 6 that Gc
1 and Gc

2 have the

same order and the same degree of regularity. The conclusion now follows.

We say that a graph G has property E if, for each eigenvalue λ of L(G), there is a

corresponding eigenvector of L(G) with every entry equal to either +1 or −1. Observe

that any Hadamard diagonalizable graph has property E.

Proposition 14 Let G be a regular connected cograph that has property E. Write G as

G = G1 ∨G2 ∨ . . . ∨Gk, where, for each i = 1, 2, . . . , k, Gi is a disconnected graph with

ni vertices. Then n1 = n2 = . . . = nk, each Gi is regular cograph, G1, . . . , Gk all have the

same degree of regularity. Further, the graphs G1, . . . , Gk all share the same eigenvalues.

Proof. Suppose without loss of generality that n1 ≥ n2 ≥ . . . ≥ nk. Let n = n1 + . . .+nk,

and write L(G) as

L(G) =


L(G1) + (n− n1)I −J . . . −J

−J L(G2) + (n− n2)I . . . −J
...

. . .
...

−J . . . −J L(Gk) + (n− nk)I

 .

Since G1 is disconnected, L(G1) has a null vector that is orthogonal to 11, and it follows

that n− n1 is an eigenvalue of L(G). Let u be an eigenvector of L(G) corresponding to

n− n1; appealing to property E, we may assume that u has entries either 1 and −1.

Partition u conformally with L(G) as u =


u1

u2

...

uk

 . From the eigen-equation and the

fact that 11T u = 0, we find that for each i = 1, . . . , k, (n − n1)ui = L(Gi)ui + (n −
ni)ui−

∑
j 6=i 11

T uj = L(Gi)ui +(n−ni)ui +11T ui. Consequently, we have (n−n1)11
T ui =
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11T L(Gi)ui + (n− ni)11
T ui + 11T ui = (n− ni + 1)11T ui. Since n1 ≥ ni >> ni − 1 for each

i, we conclude that 11T ui = 0, i = 1, . . . , k. Again referring to the eigen-equation, we find

that for each i = 1, . . . , k, L(Gi)ui = −(n1−ni)ui. As each L(Gi) is positive semidefinite,

it must be the case that ni = n1, i = 1, . . . , k. Now, from the fact that G is regular, it

follows that each Gi is regular, and that the graph G1, . . . , Gk all have the same degree

of regularity.

Next, we consider L(Gc), with is a direct sum of the matrices L(Gc
i) + n1I − J, i =

1, . . . , k. Note that since G has property E, so does Gc. Let λ be a nonzero eigenvalue of

Gc, and let v be a (1,−1) eigenvector of L(Gc). Partition v conformally with L(Gc) as

v =


v1

v2

...

vk

 . Then for each i = 1, . . . , k, we have L(Gc
i)vi+n1vi−Jvi = λvi. Consequently,

λ11T vi = 11T L(Gc
i)vi +n111

T vi−11T Jvi = 0, so that 11T vi = 0. But then we have L(Gc
i)vi +

n1vi = λvi, i = 1, . . . , k. As the nonzero eigenvalues of L(Gc) consist of the union of the

nonzero eigenvalues of the L(Gc
i)+n1I, i = 1, . . . , k, we deduce that L(Gc

1), . . . , L(Gc
k) all

share the same eigenvalues. As each Gi is on n1 vertices, it now follows that the graphs

G1, . . . , Gk all share the same eigenvalues.

Lemma 15 Let Γ1, Γ2 be two connected regular cographs with property E on n ≥ 2

vertices. If S(Γ1) = S(Γ2), then Γ1 = Γ2.

Proof. We proceed by induction on n, and note that the result is readily established for

n = 2.

Let

Γ1 = G1 ∨G2 ∨ . . . ∨Gm and Γ2 = H1 ∨H2 ∨ . . . ∨Hk,

where both Gi, i = 1, 2, . . . ,m and Hj, j = 1, 2, . . . , k are disconnected graphs. Since

both Γ1 and Γ2 have property E, we find from Proposition 14 that

|G1| = |G2| = . . . = |Gm| and |H1| = |H2| = . . . = |Hk|.

Observe that for i = 1, 2, . . . ,m, Gi is a regular cograph that satisfies property E, and

that again appealing to Proposition 14, we have S(G1) = S(G2) = . . . = S(Gm). Thus,
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by using induction we have G1 = G2 = . . . = Gm. Similarly, we find that H1 = H2 =

. . . = Hk.

Further, notice that the smallest nonzero eigenvalue of Γ1 is (m − 1)|G1| and the

smallest nonzero eigenvalue of Γ2 is (k − 1)|H1|. Since S(Γ1) = S(Γ2), we have (m −
1)|G1| = (k − 1)|H1|. Hence |G1| = |H1| as m|G1| = k|H1|. Thus we have m = k.

Consequently, we find that since Γ1 and Γ2 share the same eigenvalues, so do G1 and

H1. As Gc
1 and Hc

1 are connected regular cographs of the same order, they also share

the same eigenvalues, and again by the induction hypothesis, we find that Gc
1 = Hc

1, so

that G1 = H1. Since we have already shown that m = k, G1 = G2 = . . . = Gm, and

H1 = H2 = . . . = Hk, we thus find that Γ1 = Γ2.

We are now in a position to characterize the regular cographs with property E. We

will show that a subset of these cographs will also be Hadamard diagonalizable.

Theorem 16 Let S0 = {Km : m ≥ 2}, m is even. For i ∈ N, let Si = {Gc ∨ . . . ∨ Gc :

G ∈ Si−1 and the number of joined copies of Gc is even}. Then, Γ is a connected regular

cograph with property E on n ≥ 2 vertices if and only if Γ ∈ Si for some i = 0, 1, 2, . . ..

Proof. First we show by induction on i that if Γ ∈ Si for some i ≥ 0, then Γ is a regular

cograph with property E. Note first that if Γ ∈ S0, then it satisfies property E, since

then Γ = Km for some even m. Suppose now that Γ ∈ Si for some i = 1, 2, . . .. Thus,

Γ = Gc ∨ . . . ∨Gc for some G ∈ Si−1. Suppose that |Γ| = n and |G| = m. Then, by the

induction hypothesis, G is a connected regular cograph and satisfies property E. Note

that the eigenvalues of Γ are 0, n, and n− λ for each nonzero eigenvalue of G. For each

eigenvalue λ 6= 0 of G, there is a corresponding (1,−1) eigenvector v; it follows that the

vector


v

v
...

v

 serves as a (1,−1) eigenvector of Γ for the eigenvalue n− λ. Further, since

Γ is comprised of an even number of joined copies of Gc, it follows that

 11

−11

 and
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 11

11

 serve as eigenvectors for Γ for eigenvalues n and 0, respectively. It now follows

that Γ is a connected regular cograph with property E.

Conversely, suppose that Γ is a regular connected cograph on n ≥ 2 vertices with

property E. We show by induction on n that Γ ∈ Si for some i ≥ 0. The case n = 2 is

readily established. Suppose now that n ≥ 3. Since Γ is a connected cograph, we have

Γ = G1 ∨ . . . ∨ Gk, where Gj are disconnected graphs. By Proposition 14, we find that

the graphs G1, . . . , Gk are all of the same order, and share the same eigenvalues.

Thus, each Gc
i is a connected regular cograph and S(Gc

i) = S(Gc
j) for all i and j. And

hence using Lemma 15, Gc
i = Gc

j. This implies that Gi = Gj. Thus Γ = G1 ∨ . . . ∨ G1.

But G1 is a regular cograph with property E, so by the induction hypothesis, Gc
1 ∈ Si for

some i ≥ 0. Lastly, we consider the number of joined copies of Gc
1, say m, from which

Γ is comprised. Observe that n = |Γ| is an eigenvalue of Γ, and that the corresponding

eigenspace is spanned by the vectors



11

−11

0
...

0


,



11

0

−11
...

0


, . . . ,



11

0
...

0

−11


. In order that this

eigenspace contains a vector with entries 1 or −1, it must be the case that m is even.

Hence Γ ∈ Si+1.

Theorem 17 Let G be a connected regular cograph. Then there is a basis of (1,−1)

eigenvectors for G if and only if G ∈ Si for some i = 0, 1, 2, . . . .

Proof. Suppose first that there is a basis of (1,−1) eigenvectors for G. Then in particular,

G has property E, and so by Theorem 16, G ∈ Si for some i ≥ 0.

To establish that each graph in each Si has a (1,−1) eigenbasis, we proceed by induc-

tion on i. If G ∈ S0, then G = Km for some even m. We claim, by induction on m, that

there is a (1,−1) eigenbasis for Km. This is obvious for m = 2, so suppose that m ≥ 4

is even. It is enough to show that there is a basis for 11⊥ (the orthogonal complement of

{11}) in IRm consisting of (1,−1) vectors. From the induction hypothesis, there is a basis

23



for 11⊥ in IRm−2 consisting of (1,−1) vectors, say u1, . . . , um−3. It is then straightforward

to determine that the vectors
ui

1

−1

 , i = 1, . . . ,m− 3,


u1

−1

1

 ,


u2

−1

1


form the desired basis for 11⊥ in IRm. It now follows that the graphs in S0 have the

necessary (1,−1) eigenbases.

Suppose now that i ≥ 1 and that Γ ∈ Si. Then there is a graph H ∈ Si and an even

m such that Γc is the m-fold union of H with itself. Suppose that |Γ| = n, |H| = p.

Let λ 6= 0 be an eigenvalue of H with multiplicity k. From the induction hypothesis,

there are (1,−1) eigenvectors w1, . . . , wk that span the λ eigenspace for H. For each

j = 1, . . . , k, consider the collection Cj of m vectors

wj

wj

wj

...

wj


,



wj

−wj

wj

...

wj


,



wj

wj

−wj

...

wj


, . . . ,



wj

wj

wj

...

−wj


.

It is straightforward to determine that the set of vectors in C1 ∪ . . .∪Ck is linearly inde-

pendent, and so forms a (1,−1) eigenbasis for the λ-eigenspace of Γc. Hence these vectors

also form a (1,−1) eigenbasis for the (n−λ)-eigenspace of Γ. Finally, letting u1, . . . , um−1

be a (1,−1) eigenbasis for the eigenspace of Km corresponding to the eigenvalue m, we

see that ui ⊗ 11p, i = 1, . . . ,m− 1, is a (1,−1) eigenbasis for the n-eigenspace of Γ. The

conclusion now follows.

While Theorem 17 has obvious connections to our work on Hadamard diagonalizable

graphs, it also has ramifications on the existing work on the eigenspace structures of

cographs with respect to the adjacency matrix (see [15]).

Observe that if Γ ∈ Si for some i ≥ 0, then there is a unique (i + 1)-tuple of even

integers that can be associated with Γ, in the following manner. If Γ ∈ S0, then G = Km0

for some even m0, and we write Γ ≡ G(m0). If Γ ∈ Si for some i ≥ 1, then for some
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even integer mi, Γ can be written as the mi-fold join of the complement of a graph

G(m0, m1, . . . ,mi−1) with itself. In that case, we write Γ ≡ G(m0, m1, . . . ,mi).

Next, we claim that for each i ≥ 0, and each collection of even integers m0, . . . ,mi,

the graph G(m0, m1, . . . ,mi) has exactly i + 2 distinct Laplacian eigenvalues. We es-

tablish the claim by induction on i, and note that for i = 0, G(m0) = Km0 , which has

two distinct Laplacian eigenvalues, namely 0 and m0. Suppose now that the statement

holds for some i0 ≥ 0, and that we have a collection of even integers m0, . . . ,mi0 , mi0+1.

Observe that (G(m0, m1, . . . ,mi0+1))
c is a union of mi0+1 copies of G(m0, m1, . . . ,mi0).

From the induction hypothesis, we find that (G(m0, m1, . . . ,mi0+1))
c has i0 + 2 dis-

tinct eigenvalues; note also that the multiplicity of the eigenvalue 0 is mi0+1. Further,

since the order of G(m0, m1, . . . ,mi0) is m0m1 . . . mi0 , we find that the eigenvalues of

(G(m0, m1, . . . ,mi0+1))
c are all bounded above by m0m1 . . . mi0 . Referring to the rela-

tionship between the spectrum of a graph and its complement described in Section 2,

it now follows that G(m0, m1, . . . ,mi0+1) has i0 + 3 distinct eigenvalues, completing the

induction step, and the proof of the claim.

Our next result provides more detail on the nature of (1,−1) eigenvectors for G(m0, m1, . . . ,mi).

Theorem 18 Suppose that we have even integers m0, . . . ,mi. Label the distinct eigen-

values of G(m0, . . . ,mi) as 0 = µ1 < µ2 < . . . < µi+2. We have the following conclusions.

a) The dimension of the eigenspace corresponding to µb i
2
c+2 is mimi−1 . . . m1(m0 − 1).

b) For each l = 1, . . . , b i
2
c + 1, the dimension of the eigenspace corresponding to µl is

mimi−1 . . . mi+4−2l(mi+3−2l − 1) (here we interpret this quantity as 1 when l = 1). Fur-

ther, every (1,−1) eigenvector corresponding to µl has the form w ⊗ 11m0m1...mi+2−2l
for

some (1,−1) vector w ∈ IRmi+3−2lmi+4−2l...mi .

c) For each l = 1, . . . i− b i
2
c, the dimension of the eigenspace corresponding to µi+3−l is

mimi−1 . . . mi+3−2l(mi+2−2l − 1) (here we interpret this quantity as mi − 1 when l = 1).

Further, every (1,−1) eigenvector corresponding to µi+3−l has the form w⊗11m0m1...mi+1−2l

for some (1,−1) vector w ∈ IRmi+2−2lmi+3−2l...mi .

Proof. We prove all three assertions by induction on i, and note that the case i = 0 is

straightforward. Suppose now that i ≥ 1. Note that G(m0, . . . ,mi) can be written as
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the mi-fold join of the graph G(m0, . . . ,mi−1)
c with itself. Denoting the eigenvalues of

G(m0, . . . ,mi−1) by 0 = µ̂1 < µ̂2 < . . . < ˆµi+1; referring to the relationship between the

spectrum of a graph and its complement described in Section 2, we find that µ1 = 0,

and that µj = m0m1 . . . mi − ˆµi+3−j, j = 1, . . . , i + 1. Further, for each j = 1, . . . , i, the

dimension of the eigenspace of G(m0, . . . ,mi) corresponding to µj = m0m1 . . . mi− ˆµi+3−j,

is equal to the dimension of the eigenspace of G(m0, . . . ,mi−1) corresponding to µ̂j,

multiplied by mi. Also, the dimension of the µi+2 eigenspace of G(m0, . . . ,mi) is mi − 1,

while the dimension of its null space is 1. Finally, we note that any (1,−1) eigenvector

of G(m0, . . . ,mi) also serves as a (1,−1) eigenvector of G(m0, . . . ,mi)
c, and hence of the

mi fold union of G(m0, . . . ,mi−1) with itself. The statements regarding the structure

of (1,−1) eigenvectors of G(m0, . . . ,mi) now follow from the induction hypothesis, and

corresponding statements regarding (1,−1) eigenvectors of G(m0, . . . ,mi−1).

Theorem 19 Suppose that we have even integers m0, m1, . . . ,mi such that G(m0, m1, . . . ,mi)

is a Hadamard diagonalizable graph. Then for each k = 0, . . . , i, there exists a Hadamard

matrix of order Πi
j=kmj.

Proof. Here we keep the notation of Theorem 18. Suppose that H is a Hadamard matrix

that diagonalizes G(m0, m1, . . . ,mi). Then in particular, the columns of H are a collec-

tion of orthogonal (1,−1) eigenvectors for the Laplacian matrix of G(m0, m1, . . . ,mi).

Consider the set of mi columns of H that correspond to the eigenvalues µ1 and

µi+2. From Theorem 18, it follows that these columns of H can be written as wj ⊗
11m0m1...mi−1

, j = 1, . . . ,mi, for some collection of vectors wj ∈ IRmi , j = 1, . . . ,mi. Since

the columns of H are orthogonal (1,−1) vectors, so are the vectors w1, . . . , wmi
- i.e.

those vectors are the columns of a Hadamard matrix of order mi. Hence there must exist

a Hadamard matrix of that order.

Next, by considering the structure of the (1,−1) vectors in the eigenspace correspond-

ing to µl, l = 1, . . . , b i
2
c + 1, and to µi+3−l, l = 1, . . . i − b i

2
c, and applying a similar

argument, we find that there also must also exist Hadamard matrices of orders Πi
j=kmj

for each k = 0, . . . , i.

In closing, we suspect that the converse to Theorem 19 is true. That is, under the

hypothesis that for given even integers m0, m1, . . . ,mi, if there exists a Hadamard ma-
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trix of order Πi
j=kmj, for each k = 0, 1, 2, . . . , i, then G(m0, m1, . . . ,mi) is a Hadamard

diagonalizable graph. If that were the case, then all regular cographs that are Hadamard

diagonalizable would be completely described.
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