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Abstract To mitigate the damaging impacts caused by
interference and hidden terminals, it has been pro-
posed to use orthogonal channels in wireless multi-
hop mesh networks. We demonstrate however that
even if these issues are completely eliminated with per-
fectly assigned channels, gross unfairness can still exist
amongst competing flows which traverse multiple hops.
We propose the use of 802.11e’s TXOP mechanism
to restore/enforce fairness. The proposed scheme is
simple, implementable using off-the-shelf devices and
fully decentralised (requires no message passing).
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1 Introduction

We consider ensuring fairness in the backhaul of 802.11
based multi-hop mesh networks. In this type of back-
haul networks, if the mesh points (MPs, i.e., wireless
routers that compose the backhaul) are equipped with
a single radio, it is well known that the network per-
formance can suffer due to the hidden terminal effect.
For example, it has been observed that due to this rea-
son end-to-end traffic over more than 3 hops tends to
achieve rather limited throughput [13]. With the aim of
supporting high performance therefore, neighbouring
MPs are normally equipped with multiple radios which
operate in orthogonal channels, with 802.11a channels
being preferred since these channels are less utilised
than the 802.11b/g ones, see e.g., [18, 26, 27] and the
references therein.

However, we first demonstrate that even when the
channels in the considered backhaul networks are per-
fectly assigned (i.e., orthogonal channels are always
used in neighbouring hops and there is no hidden ter-
minal effect observed), gross unfairness can still exist
amongst competing flows. This unfairness is associated
with fact that 802.11 DCF ensures that all stations
obtain a same transmission opportunity regardless of
their bandwidth demands, physical layer rates, etc. To
restore/enforce fairness therefore, proper prioritisation
mechanisms should be designed.

In this paper, we propose the use of 802.11e’s TXOP
mechanism to restore/enforce fairness. An immediate
advantage of this method is that it is standard com-
patible and requires no modifications to the current
hardware and protocol stacks. In particular, we show in
this paper that both i) throughput fairness and ii) time-
based fairness can be readily achieved using TXOP.
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In general, the choice of the most appropriate fairness
requirement is essentially a policy decision for the
network operator. Our main point is that TXOP does
indeed provide the necessary flexibility to allow fairness
to be controlled in a simple and practical manner using
off-the-shelf devices and fully decentralised (requires
no message passing). We demonstrate the efficacy of
this approach with both NS simulations and test-bed
implementation. Since TCP currently carries the vast
majority of network traffic (in both wired [36] and
wireless networks [32]) it is important to investigate
the performance of the proposed scheme with TCP, we
consider both CBR and TCP traffic in this paper.

2 Related work

In single-hop WLAN:S, existing approaches normally
rely on either contention window size tuning to achieve
per-station fairness (e.g., [35]) or rate control at the
MAC layer (e.g., [31]) to achieve per-station fairness
when stations uses different physical layer rates. Nei-
ther of them however are standard compatible and thus
they require modifications of hardware/protocols/etc.
For the former type of methods, arbitrary contention
window sizes are potential required, with however that
standard sizes being the powers of two [1]. For the
latter, specific algorithms should be designed and im-
plemented at the MAC layer. Note also that per-flow
rather than per-station fairness is the aim of this paper.

Most previous work in multi-hop networks has fo-
cussed on issues such as hidden terminals and interfer-
ence (e.g., [3, 21, 26, 27, 34]). MAC-related unfairness
has been studied in the context of single-hop 802.11
WLAN:E, e.g., see [7, 17] and references therein. How-
ever, fairness in multi-hop networks has received lim-
ited attention. In single-channel multi-hop networks,
[13] illustrates that unfairness exists in parking lot de-
ployments, and a congestion control algorithm is pro-
posed to mitigate unfairness in [28]. The unfairness
issue in [13] and [28] is caused by hidden terminals and
interference. There has been even less work regarding
the use of the TXOP mechanism. In [33], the authors
evaluate the use of TXOP for stations with different
physical rates.

To the best of our knowledge, there exists no other
prior work on enforcing/restoring per-flow fairness us-
ing 802.11e’s TXOP in multi-hop networks besides our
early work [19, 20] in which early results on through-
put fairness are reported. In this paper, we extend
significantly [19, 20] with results on simulation results
using the MIT roofnet topology (derived from the GPS
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Fig. 1 Real slot durations in the 802.11e TXOP mechanism

coordinates file!), and results on time-based fairness in
both simulations and test-bed experiments.

3 Background
3.1 802.11e and TXOP

The 802.11e MAC protocol [2] extends the standard
802.11 DCF (Distributed Coordinated Function) con-
tention mechanism by allowing the adjustment of MAC
parameters that were previously fixed. With 802.11, on
detecting the wireless medium to be idle for a period
DIFS, each station initializes a counter to a random
number selected uniformly from the interval [0, CW-
1] where CW stands for contention window. Time is
slotted and this counter is decremented each slot that
the medium is idle. An important feature is that the
countdown halts when the medium becomes busy and
only resumes after the medium is idle again for a pe-
riod DIFS. On the counter reaching zero, the station
transmits a packet. If a collision occurs (two or more
stations transmit simultaneously), CW is doubled and
the process repeated. On a successful transmission, CW
is reset to the value CW,,;, and a new countdown starts
for the next packet. The 802.11e MAC enables the
values of DIFS (called AIFSin 802.11e) and CW,,;,, to
be set on a per class basis for each station. Four separate
classes at each station is specified in 802.11e. Packets
from each class are put into a separate queue. Different
parameters including AIFS, TXOP, CW,,;,, CW,,,, can
be assigned to each class/queue so that differentiation
can be realised.

The TXOP mechanism specifies a duration during
which a station can keep transmitting without releasing
the channel once it wins a transmission opportunity.
In order not to release the channel, a SIFS interval

Thttp://www.pdos.lcs.mit.edu/roofnet/roofnet-coords
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Fig. 2 Illustrative wireless multi-hop scenarios. a Scenario 1: end-to-end traffic only. b Scenario 2: with local traffic

is inserted between each packet-ACK pair (Fig. 1).
A successful transmission round consists of multiple
packets and ACKs. By adjusting this time, the number
of packets that may be transmitted by a station at each
transmission opportunity can be controlled. A salient
feature of the TXOP operation is that, if a large TXOP
is assigned and there are not enough packets to be
transmitted, the TXOP period is ended immediately to
avoid wasting bandwidth.

4 Unfairness of 8§02.11

Before proceeding we first describe the notations used
(see Fig. 2). Client stations are marked by shadowed
triangles, and mesh points (MPs) by circles. MPs are
stations that relay traffic for client stations. There are 10
MPs in both topologies. M Py acts as a gateway between
the wireless multi-hop network and the wired Internet.
Each MP has two radios that use channels in such a
way that the channel in each hop is orthogonal to those
in neighboring hops thereby avoiding interference be-
tween transmissions on different hops. Hence there are
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Fig. 3 CBR results for scenario in Fig. 2a. One upload and one

download flow per client station. Per flow throughput is shown
in Fig. 3a. Per hop aggregate throughput (in Mbps) is plotted

S (e ()

no hidden terminals. We assume that the set of routes
from sources to destinations are already obtained by
routing protocols such as those discussed in [10] and
[11]. The routes are stable during the considered ses-
sions’ life time. We only consider single-path routing.
We use station to refer to any wireless devices (both
client stations and MPs). We say client station when
referring to wireless devices other than MPs. Unless
otherwise stated, all CBR traffic has offered load equal
to the raw physical layer rate so will lead to saturation
of the client stations.

Interestingly, even with such a simple network setup
(no interference/hidden terminals, fixed routing, stan-
dard 802.11 parameters) significant unfairness can exist
between traffic flows. This is illustrated in Fig. 3a which
shows the measured throughput achieved by a mix of
upload and download CBR flows (with one upload
and one download flow per client station; sources for
download flows and destinations for upload flows lie in
the wired network). It can be seen that the throughput
achieved by the upload flows is approximately an order
of magnitude greater than that achieved by the down-
load flows.

<0.424— <0.426—

@ IM*10—

—0.423—> —0.423—>
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in Fig. 3b. Simulation parameters listed in Table 1. a Per flow
throughput. b Per hop throughput (in Mbps)
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Table 1 MAC/PHY

) Tsirs (us) 10
g?;iﬁfitg;ss used in Idle slot duration 20
(o) (us)

Tprrs (us) 50

CWin 31

CWnax 1023

Retry limit 4

Packet size (bytes) 1000

PHY rate (Mbps) 1

PLCP rate (Mbps) 1

We can gain some insight into the source of this
unfairness by looking at the corresponding per hop
measurements shown in Fig. 3b. It can be seen that on
the relay hops, the aggregate throughput of the upload
flows and of the download flows are approximately
equal, as might be expected. However, at the left-hand
hop, between the client stations and M P, the situation
is very different. We can understand this behaviour by
noting that the 802.11 MAC ensures that roughly the
same number of transmission opportunities are allo-
cated to every station [15, 17], including the MPs. Thus,
if there are ny client stations, we expect each of them to
obtain roughly a 1/(ny + 1) share of the bandwidth, and
similarly for the MP to obtain a 1/(ny + 1) share. The ng
upload flows therefore together obtain an ng/(no + 1)
share whereas since all of the download flows must be
transmitted via the M P and so they can only obtain
approximately a 1/(ng + 1) share altogether. We can
confirm this approximate reasoning by noting that the
aggregate upload throughput at the left-hand hop in
this example is measured to be 0.657 Mbps while the
aggregate download throughput is 0.068 Mbps. The
ratio of upload to download throughput is thus 9.66, i.e.
close to the value of ny = 10.
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Fig. 4 CBR results without TXOP for scenario in Fig. 2b with
one client station at M Pg. Per flow throughput is shown in Fig. 4a.

Per hop aggregate throughput (in Mbps) is plotted in Fig. 4b.
Simulation parameters listed in Table 1. Note that 0.553 Mbps
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This type of unfairness is not new and has previously
been observed in the context of single-hop WLANSs
(e.g., [17]). However, the impact of this unfairness can
be far greater in a multi-hop context.

To see this, consider the multi-hop network in Fig. 2b
with one local station at M Pg. End-to-end traffic from
the left-hand stations, numbered 1-10 in Fig. 2b, now
has to compete with the traffic from station 11 at the
M Pg hop. The foregoing unfairness effect now acts
multiplicatively at hops M P, and M Pg, greatly ampli-
fying the level of unfairness. This effect is illustrated
in Fig. 4a. Here, stations 1-11 each carries one upload
and one download flow, yielding 11 upload and 11
download flows in total. It can be seen from Fig. 4a
that the upload flow at station 11 gains much greater
throughput than the other flows.

What is happening is that at M Pg, each local upload
flow obtains roughly a 1/(ng + 2) share of the band-
width, where ng = 1 is the number of client stations
associated with M Pg and the 2 on the denominator
accounts for end-to-end upload traffic from M P; and
download traffic from M Ps. The aggregate upload traf-
fic from stations 1-10 also obtains a 1/(ng + 2) share
(corresponding to the share of upload transmission
opportunities allocated to M P;). Thus each individual
upload flow from stations 1-10 obtains only a 1/10(ng +
2) share. In line with this analysis, Fig. 4a confirms
that the upload flow from station 11 obtains roughly an
order of magnitude greater throughput than the upload
flows from stations 1-10.

The aggregate download traffic to stations 1-11 also
obtains a 1/(ng + 2) share at the M Pg hop. The down-
load traffic to stations 1-10 then has to compete against
the upload traffic from stations 1-10 for transmission
opportunities at M Py. This creates further unfairness.

MP 9 IM*11——

—0.425—>

)

in Fig. 4b is the aggregate throughput of local upload originating
from station 11 and relay uploads from M P; to M Pg. a Per flow
throughput. b Per hop throughput (in Mbps)
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As discussed above, at the M Py hop there is approxi-
mately an order of magnitude unfairness between up-
load and download flows and this can been seen in
Fig. 4a.

The setup in Fig. 2b, where download traffic must
contend at two hops, is already sufficient to create a
level of unfairness whereby download traffic to stations
1-10 is almost starved of throughput. By introducing
contention at further relay hops, the unfairness can ev-
idently be amplified still further. In effect, the potential
exists for almost arbitrary levels of unfairness to exist
between competing traffic flows in a multi-hop setting.
Note that this effect is not associated with interference
or other sources of unfairness. Rather it is a direct
consequence of the properties of the 802.11 MAC.

5 Achieving fairness using TXOP

Since the unfairness behaviour noted above is associ-
ated with the MAC operation, it is natural to seek to
improve fairness by investigating changes at the MAC
layer. In this paper, we propose the use of 802.11e’s
TXOP mechanism to restore/enforce fairness.

5.1 The proposed scheme

Let the number of flows with packets queued at M P;
on channel / be n at a transmission opportunity. Let
K;; denote the TXOP duration of the transmission
opportunity. We consider two related approaches.

5.1.1 Throughput fair allocation

The first approach is to select the TXOP duration
Kl,i =nX Tnowa (1)

where T, is the time for transmitting a packet at the
current PHY rate. Using this approach, n packets are
allowed to be transmitted once a transmission oppor-
tunity is won, and each packet transmission takes 7},
time. Combining this TXOP allocation with the use of
a modified queuing discipline (e.g., [29]) that serves
one packet per flow at each transmission opportunity,
we will show below that this throughput fair scheme
ensures that backlogged flows at a link are on average
allocated the same number of packet transmissions.

5.1.2 Time-based fair allocation

The second approach is to select

Kl,i =n X Tpax (2)

where T, is the time for transmitting a packet at
the slowest PHY rate.?> Again, we combine this scheme
with a modified queueing discipline. Using this ap-
proach, backlogged flows at a link are on average allo-
cated the same air time to transmit, regardless of their
actual PHY rates. Putting it another way, flows running
at a higher PHY rate may send more packets than flows
with lower PHY rates. Of course when all stations use
the same PHY rate, the two approaches are equivalent.
However, in more realistic cases where stations may
have different PHY rates, the fairness properties of the
two approaches are different. In general, the choice of
the most appropriate fairness requirement is essentially
a policy decision for the network operator. Our main
point here is that TXOP does indeed provide the nec-
essary flexibility to allow fairness to be controlled in a
simple and practical manner. In particular, we show in
this paper that i) throughput fairness and ii) time-based
fairness can be readily achieved using the proposed
approaches.

In this section, we provide a theoretical model to
analyse the effectiveness of these two approaches. Sim-
ulations and test-bed results will be given in the follow-
ing sections to validate the analysis and to illustrate how
the three mentioned fairness requirements are met.

5.2 Modelling TXOP

We design a finite-load model to quantify TXOP’s func-
tionality. We use the approach proposed by Bianchi in
[6] and extended in [22] to allow us to calculate the
impact of TXOPs.

In multi-hop CSMA/CA based networks, modelling
the relay traffic distribution from a previous hop is still
an open problem. Following common practice (e.g.,
[12, 14]) we assume that the offered load at station i
is an independent Poisson process with mean rate of A;
bits/sec.

We therefore consider an intermediate hop between
the source and the destination with relaying MP de-
noted as M P’ and n — 1 associated MPs/client stations.
The quantity of interest is the throughput of station
(recall that by station, we mean both MPs and client
stations) i

_ P E[L]

= St G)

where P;; is the probability that station 7 has a success-
ful transmission, E[L;] is the expected number of bits

2The slowest rate of 802.11b/g is 1 Mbps, while that of 802.11a is
6 Mbps.
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transmitted in a transmission, and E[77] is the expected
slot duration (in seconds).

Let K; be the TXOP duration in packets. For the
first approach (Eq. 1), K; = n. While for the second
approach (Eq. 2), K; =n x Tpax/ Thow- Let t; be the
probability that station i attempts transmission, and p;
be the probability of station i collides with others in a
real slot time. Following [22], we assume that for each
station i there is a constant probability 1 — g; that the
station’s queue has no packets awaiting transmission
in an expected slot. The probability ¢; that one or
more packets are available in E[T7] time is given by
gi = 1 — eH/KDEIT],

Using a similar coupling technique as in [6], the
probability 7; can be modelled as a function of p; and g;
using a Markov chain for the contention windows (see
Equation (6) in [22]). A second relation relating 7; and

piis

L—pi=]]a -1, )
J#

1.e., there is no collision for station i when all other sta-

tions are not transmitting. With #n stations, py, ..., p,

and 7y, ..., T, can be solved numerically.

Let P, be the probability that at least one station is
transmitting, we then have that

Pp=1-]]0 -1 ®)
i=1

Let P;, be the probability that station i successfully
wins a transmission opportunity (which may involve
transmitting one or multiple packets), then

Pi,s = ‘L','l_[(l — ‘L'j), (6)
j#i

and combining with Eq. 4, we have that

Pis=7(1— p)). (7

Let P, be the probability that more than one station
starts transmissions at the same time, we have that

n

P.= Py, - P ®)
i=1

Now we can represent the expected slot duration as

E[T) =~ Pyo+ Y (PisTiy) + PTe. 9)

i=1

where o is the idle slot duration, 7¢ is the collision
duration, and T;; is the successful duration. In the
non-TXOP case, both T¢ and T;, correspond to a
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packet transmission and associated overhead, while in
the TXOP case multiple packets can be transmitted.

There are two variables (7;; and E[L;]) in Eq. 3
that are still unknown, with their relationship being
that T;; = E[L;]/R + A where R (bits/sec) denotes the
physical rate, and A (in seconds) denotes the over-
head including DIFS for 802.11 (AIFS for 802.11e),
SIFS and ACKSs. For calculating E[L;], we use an
approximation that station i always waits until there
are enough packets to transmit in one TXOP (as we
will see that analysis with this assumption matches the
simulations well), hence E[L;] = K; * L where K; is
the TXOP duration in packets and L is the packet
size in bits. The aggregate overhead in one TXOP is
thus A; = DIFS(orAIFS) + Ki2x SIFS + Ty + 2 *
T piy.hdar + Tmac,har + Tother,nar). The model is now com-
plete.

This analysis is verified against simulations. We use
a process with mean rate of 64 Kbps as the application
traffic. An upload and a download flow are associated
with each client station and the M P'. The packet size,
physical data rate and physical basic rate used is 80
bytes, 11Mbps and 1Mbps, respectively. The other pa-
rameters are listed in Table 1. In Fig. 5a, we illustrate
the results for both TXOP enabled 802.11e (labelled as
TXOP in the figure®) and 802.11 DCF (labelled as non-
TXOP).

It can be seen that (i) as the number of flows in-
creases, in both cases the system throughput increases
to a maximum level and remains steady thereafter,
(ii) the use of TXOP allows higher throughput to be
sustained compared with the 802.11 DCF. In Fig. 5b,
the individual throughput achieved by M P and client
stations is depicted. We can see that the through-
put achieved by the 802.11 DCF drops rapidly when
there are more than 12 pairs of traffic flows. With
TXOP, however, M P can maintain a near constant
throughput after the channel becomes saturated. In
both cases, user-stations throughput decrease slightly
with the number of traffic flows.

For stations which are backlogged, we have that the
probability ¢; = 1. According to Egs. 4, 6, we know
that these saturated stations have the same transmis-
sion success probability (represented as P}) in a slot.
The throughput ratio between these stations is thus
proportional to their TXOPs. i.e.,

Xi _ P;FE[LZ] _ Ki

N _ POPIL) K (10)

3 As all links use the same PHY rate, TXOP’s selected according
to Eqgs. 1 and 2 are the same.
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Fig. 5 Model vs. simulation
for TXOP and 802.11 DCF.
We use a process with mean
rate of 64 Kbps as the
application traffic. An upload
and a download flow are
associated with each client
station and the M P'. The
packet size, physical data rate
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Recall that all stations are using the same parameters
such as CW,,;,, CW,ax, AIFS, etc.

In practice, traffic may not be saturated which means
that the assigned TXOP durations may not always be
utilised sufficiently. To model the fairness in this case,
we define the effective TXOP duration K; used by
station i to be

K = PisE[L;]/L
P*

N

(11)

where P;; is the actual successful transmission proba-
bility, L is the packet length. Observe that K} = K; for
saturated stations, but K] < K; for stations which are
not persistently saturated. That is, saturated stations
can use up to the maximum assigned TXOP, but non-
saturated stations can not. The advantage of working
in terms of K is that the throughput ratio between any
stations can be written as

Xi _ PisELLi] _ Eg’ (12)
XJ' P]‘,S E[L]] Kj

i.e., this relationship holds for both saturated and non-
saturated stations. This equation says that the ratio of
throughput achieved by any two stations is equal to the
ratio of their TXOPs, which provides the basis for the
proposed TXOP approaches.

5.3 Remarks

Note that TXOP may change from transmission oppor-
tunity to transmission opportunity as the mix of queued
packets varies and so the scheme automatically adapts
to changes in the number of flows carried by a station.
In practice, this dynamic TXOP allocation scheme can
be simplified to select K;; to equal the average number
of flows carried by station i, and by employing FIFO
queuing (rather than per-flow fair queueing) with little
loss in performance—see the examples below. There is

no message passing required since each station is able
to determine the number of flows it carries by inspec-
tion of its outgoing packet stream and thus the scheme
is fully decentralised, greatly facilitating management
and roll-out.

It is important to note that for a station that is
assigned a long TXOP length, if during a transmission
opportunity it has no packets to send (the network
interface queue is empty) then that transmission oppor-
tunity is ended automatically. That is, if the offered load
at a station is too low to make full use of its allocated
TXOP share (or due to burstiness of the traffic, the
interface queue is empty from time to time), the excess
is not lost but rather becomes available on a best effort
basis for use by other stations in the network.

We also comment that with this TXOP approach
a station transmits n packets in a single burst. For
large n, this can result in the station occupying the
channel for a substantial consolidated period of time
and this may, for example, negatively impact competing
delay-sensitive traffic. We can address this issue in a
straightforward manner by using multiple smaller TX-
OPs instead of a single one. When using smaller packet
TXOPs, it is necessary to ensure a corresponding in-
crease in the number of transmission opportunities
won by the station. This can be achieved by using a
smaller value of CW,,;,, for the prioritised traffic class
at the station. It is shown in [4] that competing traffic
classes gain transmission opportunities approximately
in inverse proportion to their values of CW,,;,,. Let k
denote the ratio of the stations CW,,;, value to the
base value used in the network (e.g. 31 in 802.11b/g).
Scaling k with the number of transmission opportuni-
ties required provides coarse (recall that in 802.11e k
is constrained to be a power of two) prioritisation of
downstream flows. We then complement this with use
of TXOP for fine grained adjustment of the packet
burst lengths. For example, when k =2 we halve the
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value of CW,,;, and also halve the value of TXOP to
n/2. Hence, fine grained prioritisation can always be
achieved while avoiding unduly large packet bursts.

6 Throughput fairness

In this section, we introduce how to ensure/enforce
throughput fairness using the proposed throughput fair
approach in Eq. 1.

6.1 CBR traffic

We revisit the earlier multi-hop examples, and illustrate
the impact of the proposed TXOP assignment scheme
in Eq. 1 with CBR traffic. For the topology in Fig. 2a,
Fig. 6a demonstrates the impact of this change—it can
be seen that fairness is restored between upload and
download flows. For the second topology in Fig. 2b, the
corresponding results are shown in Fig. 6b. Again, it is
evident that fairness is restored.

6.2 TCP traffic

We now consider fairness behaviour with TCP traffic.
This is of key importance since the vast majority of
network traffic is TCP (for both wired [36] and wireless
networks [32]).

6.2.1 802.11 unfairness for TCP

To achieve reliable data transfers, TCP receivers return
ACK packets to the data senders confirming the safe
arrival of data packets. In wireless networks however,
TCP ACK packets without any prioritisation can be
easily queued/dropped [17]. This potential queuing and
dropping of TCP ACKs can disrupt the TCP ACK

o2
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lEnd-to-end Download

[_JUpload
Il Download|
0.2}{]Local Upload
% |[EELocal Download

Throughput (Mbps)
Throughput (Mbp:
°
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o
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o
o
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Flow ID Flow ID
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Fig. 6 Throughput fairness: CBR results with TXOP per station
fairness scheme. TXOP = 10 at M Py, TXOP = 10 at M P7,
TXOP =11 at M Pg. a Scenario 1. b Scenario 2

=
o
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clocking mechanism and so hinder congestion window
growth and induce repeated timeouts.

To clearly illustrate this source of unfairness when
supporting TCP flows in 802.11 networks, we use the
linear topology depicted in Fig. 7. This kind of topology
is often used in studying end-to-end traffic in both wired
networks (e.g., [16, 23, 24]) and wireless networks (e.g.,
[13]). In Fig. 7, there are 8 flows altogether, with end-to-
end flow 0 traversing three hops, local flows 1 and 2 in
the first hop, and local flows 3, 4, 5, 6 and 7 in the third
hop. Local flows in a same hop share the same station.

In Fig. 8a we plot the results with 802.11 as the MAC
layer, i.e., both TCP data and ACK packets are put into
the same queue whose parameters are given in Table 1.
It can be seen that (i) it takes a long time for TCP flows
to become steady (if ever), and (ii) flows sharing the
same MP achieve significantly different throughput.

6.2.2 Prioritising TCP ACKs using 802.11e

To address this problem, we collect into a single queue
the outgoing TCP ACKs and assign high priority to this
queue using a small CW,,;;, = 3, a small CW,,,, = 7 and
a small AIFS = 1. The corresponding parameters for
TCP data packets are CW,,;,, = 31, CW,,,, = 1023 and
AIFS = 2. This ensures that TCP ACK packets effec-
tively have unrestricted access to the wireless medium.
When the wireless hop is the bottleneck, data packets
will be queued for transmission and packet drops will
occur there, while TCP ACKs will pass freely with
minimal queuing, i.e., the standard TCP semantics are
recovered.

The effectiveness of this approach is illustrated when
we compare Fig. 8a (no ACK prioritisation) with
Fig. 8b (with ACK prioritisation). We see that the re-
sulting MP throughput is approximately the same. That
is, denoting x; to be the throughput achieved by M P;,
then xy = 0.39 Mbps, x; =0.19 %2 = 0.38 Mbps and
x3 = 0.08 x 5 = 0.40s Mbps. However, gross unfairness

T flow0__ s

channel 2

flow 1,2

/

| /

\ \
(e,)

Fig. 7 Scenario 3: a linear topology for TCP flows

channel 1
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Fig. 8 Throughput fairness: TCP results in the topology shown in
Fig. 7. For prioritising TCP ACKs, TCP ACK packets are put into
high priority queue with CW,,;;, =3, CWypoy =7 and AIFS =1,
whereas TCP data packets are put into low priority with CW,,;, =

still exists when we consider per-flow throughput. For
example, the throughput of flow 0 is 0.4 Mbps, whereas
that of flows 3-7 is 0.08 Mbps.

6.2.3 Achieving fairness for TCP flows

Using the proposed TXOP approach in Eq. 1, per-flow
fairness can be readily restored. In Fig. 8c, the resulting
flow throughput for the topology in Fig. 7 is plotted. For
this parking lot topology the resulting allocation is close
to max-min fairness [5]. According to [23], the vector

{02 (CO_%) (CO_%Z) C € C O Cz}

6 2 2 66666

676767676

is the unique max-min allocation where ¢; is the
current capacity in channel i.

Here, ¢; = 0.75 Mbps and ¢y = 0.785 Mbps. The ca-
pacity at each hop is not the same since 802.11 through-
put is dependent on the number of contending stations,
which differs at each hop. Flow 0 and flows 3, 4, 5, 6,
7 achieve almost the same throughput of 0.125 Mbps,

JUpload
Il Download

JUpload
Bl Download

Throughput (Mbps)
Throughput (Mbps)

0 5 10 15 20 (] 5 10 15 20
Flow ID Flow ID

(a) (b)

Fig. 9 TCP results for topology in Fig. 2a. Simulation parameters
listed in Table 1. a TCP with prioritised ACK. b TXOP

31, CWyux = 1023 and AIFS = 2. Other simulation parameters
listed in Table 1. Note that in Fig. 8b, the throughput of flows 3-7
overlaps, and in Fig. 8c, the throughput of flows 0, 3 — 7 overlaps.
a 802.11. b TCP with prioritised ACK. ¢ TXOP

while flow 1 and 2 achieve almost the same throughput
of 0.33 Mbps.

For the previous topologies in Fig. 2a and b, we show
in Figs. 9a and 10a the corresponding results when TCP
ACKs are prioritised, while in Figs. 9b and 10b we
show the results when in addition the proposed TXOP
mechanism is used. In all cases, per-flow fairness is
restored as expected.

6.2.4 The impact of channel noise

In the foregoing simulations the channel is error free
and packet losses are solely due to buffer overflow and
MAC-layer collisions. In practice, of course, we also
expect packet losses to be induced by channel noise.
However, provided the level of losses is sufficiently
small we can expect that these will have only a small
impact on network fairness (this is in line with recent
analytic results on utility fairness in lossy networks (see
[30]). Figure 11a, b and c illustrate the impact of various
levels of noise loss in the case when a similar level
of noise is present on all links. Results are shown for
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Fig. 10 TCP results for topology in Fig. 2b. Simulation parame-
ters listed in Table 1. a TCP with prioritised ACK. b TXOP
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Fig. 11 The impact of interference on TCP traffic in the topology
shown in Fig. 7. Simulation parameters listed in Table 1. Note
that in Fig. 11a, b, c and d, the throughput of flows 3—7 overlaps. a

an independent and identically distributed noise model
when the bit error rate (BER) is 107%,10~% and 10~ for
the topology shown in Fig. 7. It can be seen that even
though the channel capacity decreases when the BER
increases, for BER levels up to and including 10~ the
impact on fairness is negligible.

Figures 11a, d and e show corresponding results
when the BER level in channel 2 is increased from
107 to 10~* while other links’ BER remains to be 1079,
We can expect that this asymmetry on noise losses will
increase the severity of the impact of noise on fairness.
Nevertheless, for BERs up to 1073 it can be seen that
the impact is negligible, and even at a BER of 107* the
impact remains small.

We note that a BER of 10~ corresponds to a frame
error rate of approximately 55% for 1000 byte frames
and so represents a high level of noise loss. A rate
adaptation algorithm is typically used to adjust the
coding and modulations to maintain the BER below a
target level, reflecting application and transport layer
requirements. For TCP in particular, since TCP con-
gestion control views packet losses as an indicator of
congestion, TCP throughput is strongly dependent on

@ Springer

BER=10"°.b BER=10". ¢ BER=10"*.d BER=10"° and 10~
in channels 0 and 2. e BER=10"% and 10~* in channels 0 and 2

the link loss rate (e.g., [8, 9]) and too high a loss rate
may then prevent high utilisation of the wireless chan-
nel. Normally we would expect that rate adaptation
algorithms would be used to select a PHY rate that
maintained the loss rate significantly below 107+,

6.2.5 The impact of hidden terminals

It is well known that hidden terminals can have a con-
siderable impact on the fairness of CSMA/CA based
protocols, and this is widely acknowledged in the re-
search community. In severe cases, e.g., when the hid-
den stations have a high traffic load, they can easily
starve other stations in their vicinity. To show this, we
add two hidden stations in both channels 0 and 2 in
the topology shown Fig. 7, and plot the new topology
in Fig. 12a where stations S1/S2 are the sources, and
stations R1/R2 are the destinations of a TCP flow in
channels 0/2 respectively. We first consider a long-lived
FTP transfer as the application traffic from S1 to R1 and
from S2 to R2. As can be seen in Fig. 12b when these
two hidden flows are active between 100-200 s, all flows
on the mesh backhaul are starved.
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Fig. 12 The impact of hidden terminal traffic on TCP traffic in the topology shown in Fig. 7. Simulation parameters listed in Table 1.
Note that in Fig. 12b and c, the throughput of flows 3—7 overlaps. a Topology. b FTP traffic. ¢ Web traffic

However, in practice we expect that such severe
situations occur relatively rarely since the bulk of net-
work traffic is short-lived/bursty, e.g. web traffic, p2p
traffic and voice, and so the associated hidden termi-
nal interference is also short-lived/bursty. To explore
this further, Fig. 12c shows the behaviour in the same
setup as in Fig. 12b but now with the hidden terminals
carrying on/off web traffic. During the ON time, a
web user visits some web pages, whilst in the OFF
time, the user is reading what he/she just downloaded.
Following [25], the size of transfer during an ON period
follows a Pareto distribution with mean SKB and shape
parameter 1.5, while the length of OFF periods follow
an exponential distribution with mean duration of 1 s.
It can be seen that in Fig. 12c when these two web
flows are active from 100 s on, the impact of the hidden
terminals is much reduced, to the extent that the impact
on fairness is minor.

Our proposed fairness scheme is therefore reason-
ably insensitive to hidden terminal effects, and we ar-
gue that this is probably the best that can be hoped
for. Severe hidden terminals effects, whereby for ex-
ample affected stations become starved, are essen-
tially a pathology of the CSMA/CA MAC and so we
argue these should really be addressed using sepa-
rate techniques. For example, an appealing approach
for eliminating/mitigating hidden terminals is to use
non-overlapping channels, which is highly feasible for
802.11a based networks since the number of orthogonal
802.11a channels exceeds 20. We note that 802.11a is
commonly advocated for use on mesh backhaul links,
with 802.11b/g used on access links. We also note
that recently proposed algorithms such as that in [18]
can reliably find non-interfering channel allocations in

a decentralised manner (without message passing or
packet sniffing) and so are eminently suited to practical
implementation.

6.3 Prioritising local traffic

In a large wireless multi-hop network, per-flow fair-
ness can lead to local access traffic being starved of
bandwidth at MPs close to the wired gateway. For
example, consider the network topology in Fig. 2b
with one local station at M Pg (i.e. N = 11). Figure 13a
plots the throughput of this local station as the number
M of client stations at M P, is varied between 0 and
10. The per-flow scheme discussed above is used. The
total number of destination stations is 2M + 2 and, as
expected, the bandwidth share of the local station is
proportional to 1/(2M + 2) and so decreases towards
zero as M increases.

Of course, this might be reasonable in some cir-
cumstances, e.g. where the network infrastructure is
provided by a third party and resources are to be
shared equally regardless of proximity to the gateway.
However, it can also be undesirable, e.g., where the
multi-hop network is formed by individual MP owners
allowing shared access, subject to the proviso that each
MP owner retains a minimum bandwidth share for
his/her own traffic. In general, the choice of the most
appropriate fairness requirement here is essentially a
policy decision for the network operator. Our main
point here is that TXOP does indeed provide the nec-
essary flexibility to allow fairness to be controlled in
a simple and practical manner. In particular, we show
in this section that protecting local traffic can also be
readily achieved using TXOP.
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Fig. 13 Protecting local
stations for topology in
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We consider two approaches for protecting local
traffic. The first approach only requires adjustment of
TXOP but makes use of two 802.11e traffic classes.
This approach has the virtue of simplicity and requires
only straightforward adjustment of the MAC TXOP
parameters. It does, however, require the use of two
traffic classes. The 802.11e standard provides a total
of only four traffic classes. Hence, in mixed traffic
environments with voice, video, data etc we can quickly
run out of traffic classes. We therefore also present an
alternative approach to protecting local traffic that uses
only a single traffic class. This benefit comes at the cost
of the need for changes (a software change only) to the
queueing discipline employed at the network interface
queue.

6.3.1 Protecting local traffic using two traffic classes

As before, let n denote the number of neighbouring
wireless stations (client stations and other MPs) on a
given radio channel. At the i’th wireless station we
assign local flows to one traffic class which is assigned a
TXOP value of N; .. packets. Relay flows are assigned
to a second traffic class with TXOP N; eqy-

Summing over all of the neighbouring stations, the
share of transmission opportunities allocated to lo-

ZL 1 Llocal :
Zn_l [Nt.loca1+Nt.r£lay] : We requlre

to allocate a minimum proportion « of transmis-

sion opportunities to local traffic. That is, we require
Z,(lzl Ni.lacal

Z?:l [N[,Iocal+Ni.relay]

cal traffic is therefore

= «. Rearranging yields

(13)

irelay-

" o
Z Ni,local = 1
i=1
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Any TXOP allocation that satisfies constraint (13) will
ensure that local traffic receives an « share of the
available transmission opportunities.

Note that freedom remains as to the selection of
Nitocar and Nj 4y, and this can be used to further
control fairness. In particular, we consider selecting
Ni,local = klnlocal,i and Ni,relay = krnrelay,i where Niocal i
is the number of destination stations associated with
the outgoing local traffic from node i and 7,¢4y,; is the
corresponding relay traffic value. The scaling factors k;

charmel 4
channel 6

channel 3

channel 5

Fig. 14 Scenario 4: a subset of the MIT Roofnet topology
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and k, are selected to satisfy constraint (13). By similar
arguments to those in Section 5.2, this choice for N; jocq
ensures that the local traffic transmission opportunity
share « is allocated among local traffic flows on a per
station basis. Similarly, with the relay traffic share
1 —«.

We illustrate the impact of this strategy in Fig. 13b.
In this example we select o = 0.25, i.e., local traffic is
allocated a minimum of 25% of the available transmis-
sion opportunities. It can be seen that the bandwidth
share of the the local traffic is now lower bounded as
required.

6.3.2 Protecting local traffic using one traffic class

We can also use a single traffic class for both local and
relay traffic. Let the TXOP value for this class at the
i’th wireless station be T;.

We now partition the total transmission time 7; into
intervals Ti,local and Ti,reluy with Ti,local + Ti,relay = Ti
and Ti,reluy =(l-a)/a Ti,[ocal- Then Ti,local/ T; = o and
T reiay/ Ti = (1 — ). By partitioning TXOP in this way
at every wireless station, we can protect the bandwidth
share of local traffic as required. Specifically, on win-
ning a transmission opportunity at station i, we use
T; joca Of the available transmit time to send local traffic
and T ¢4y to transmit relay traffic.

To implement this approach requires a software
change that can be implemented in practice in a num-
ber of ways—for example, we can modify the wireless
card device driver to perform a selective walk of the
interface queue on each transmission opportunity. In
practice, the interface queue is commonly divided into
a device queue and a txqueue, with packets queued by
the network stack in the txqueue before transferral to
the device queue. While the device queue service disci-

Table 2 Flows in the roofnet topology in Fig. 14

Source station(s) Number of flows Flow ID(s)
on each station

0-8 1 0-8

9 3 9-11

10, 11 1 12,20

12 2 16,17

13-15 1 15-17

16,17 1 13,14

pline may be hardware dependent, the txqueue service
discipline is generally implemented within the operat-
ing system kernel and can be readily modified. The
proposed approach can thus be readily implemented
by use of a TXOP-sized device queue combined with a
selective walk of the txqueue when transferring packets
from the txqueue to the device queue.

6.4 The MIT roofnet topology

We further validate the TXOP scheme proposed in
Eq. 1 in a subset of the MIT Roofnet topology (see
Fig. 14). In this topology, there is an Internet gateway
marked as GW in the figure. Orthogonal channels are
assigned in neighbouring hops so that transmissions do
not interfere. Client stations are marked by shadowed
triangles, and MPs by circles. The locations of the client
stations and MPs are selected from data derived from
the GPS coordinates of the MIT Roofnet network.
There are altogether 21 TCP flows and the allocation
of flows between client stations is detailed in Table 2.
Routing for each flow is via the GW and is statically
assigned as indicated by the arrows in Fig. 14. For
example, flow 0 traverses orthogonal channels 0, 1, 3,
4 and 2 from the client station 0 to the gateway GW.

Fig. 15 Throughput-fairness 0.25} ——
allocation for the topology in ‘
Fig. 15. Note that in Fig. 15a,

0.25¢

Flow 20

@ 02t % 02
the throughput of flows 2 2
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overlaps, and in Fig. 15b, the 5 5

o [e N
throughput of all flows £ £ All flows
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Fig.16 Throughput-fairness allocation when multiple PHY rates
are available for the scenario in Fig. 7. The link rates between
MPy and M P, and M P4 and MPs are 11 Mbps, while other
link rates are still 1 Mbps. Other simulation parameters listed in

In Fig. 15a we illustrate the resulting through-
put when TCP ACKs are prioritised but the pro-
posed TXOP scheme is not used. We see that flow
20 obtains a throughput of 0.252 Mbps, flows 0-12
achieve 0.0188 x 12 4 0.022 = 0.247 Mbps and flows
13-19 achieve 0.035 x 7 = 0.245 Mbps. In this topology,
all flows share channel 2 at the gateway GW which
forms a shared bottleneck. Specifically, MPs 3, 5 and 8
act as relays between the gateway GW and the three
branches of the network. These MPs share channel
2 equally, which results in the observed unfairness
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Fig. 17 Time-based fairness allocation when multiple PHY rates
are available for the scenario in Fig. 7. The link rates between
MPy and M P,, and M P4 and MPs are 11 Mbps, while other
link rates are still 1 Mbps. Other simulation parameters listed
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Table 1. Note that in Fig. 16a, the throughput of flow 0 overlaps
with that of flows 3-7. In Fig. 16b, the channel usage time of flows
3-7 overlaps. a Throughput. b Channel usage time

amongst flows. When the TXOP scheme proposed in
Eqg. 1in Section 5.1 is now used, it can be seen that per-
flow fairness now achieved as required, see Fig. 15b.

7 Time-based fairness
When multiple PHY rates are available [15], slow sta-
tions tend to dominate the channel access, resulting in

fast and slow stations achieving a similar throughput.
For example, we increase the link rate between M P

100
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in Table 1. Note that in Fig. 17a, the throughput of flows 3-7
overlaps. In Fig. 17b, the time of flow 0 overlaps with that of flows
3-7. a Throughput. b Channel usage time
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Fig. 18 Time-based fairness allocation when multiple PHY rates
are available for the scenario in Fig. 14. All the link rates from
station 11 to the gateway GW are 11 Mbps, while other link rates
are still 1 Mbps. Other simulation parameters listed in Table 1.
Note that in Fig. 18c, we also plot the channel usage time of each

and MP,, and that between MP, and MPs to be
11 Mbps in the topology shown in Fig. 7, while keeping
other link rates at 1 Mbps. If we use the throughput
fairness scheme, the resulting flow throughput is shown
in Fig. 16a where we can see that a similar allocation to
Fig. 8c is achieved, i.e., it is still max-min fair in terms
of flow throughput.

However, this is not fair for fast stations in terms of
channel usage time, as transmitting the same amount of
information at higher rates takes a shorter time than at
slow rates. The channel usage time of the throughput-
fair allocation is plotted in Fig. 16b. In this figure, we
plot the time used by each flow over a 100 s interval.
It can be seen that the time allocated to flow 0 is much
less than that to flows 3—7 and the time allocation is not
max—min fair.

In the literature, time-based fairness has been pro-
posed to resolve this issue (see for example [31]). The
rationale of time-based fairness is to allocate transmis-
sion time amongst contending stations which may have
different PHY rates.

We can readily achieve time-based fairness using
our proposed scheme in Eq. 2. Recall that we select

Table 3 MAC and PHY

. Tsirs (us) 16

parameters used in the .
: . Idle slot duration 9

test-bed implementation
(o) (us)

Tpirs (us) 34
CWin 15
CWinax 1023
Retry limit 11

Packet size (bytes) 1500

Time (seconds)

(b)

o

200 400 600 800 1000
Simulation Time (seconds)

(©)

600 800 1000

flow over 100 s. However, as the actual channel usage time is
around 4 s for each flow, we set the maximum of the y-axis to be
30 s to make the figure readable. a Throughput fairness. b Time-
based: throughput. ¢ Time-based: channel usage time

TXOP duration K; = n * T,,,c where T,,,, is the time
for transmitting a packet with the slowest PHY rate.
The slowest rate is known to all stations, and it is a
fixed value for a specific standard, i.e., R =6 Mbps
for 802.11a and R =1 Mbps for 802.11b/g. The time
Toax = Ty + Tsirs + Tack where Ty, Tsrps and T ack
are respectively the time to transmit a MAC layer data
frame with the slowest rate, the duration of a SIFS and
the time to transmit a MAC layer ACK frame. Note
that MAC layer data frames are still transmitted with
higher rates, but we update the TXOP duration based
on the lowest rate to ensure that stations with the same
number of flows are always able to hold the channel
for a same period of air time if they win a transmission
opportunity.

Using this scheme for the topology in Fig. 7, M P,
and M P, use a TXOP duration K = 9230 us where
9230 ws is the time for transmitting a 1000-byte packet
at 1 Mbps, and MP; and MP; use K; =9230%2 us
and K3 =9230%5 us. In Fig. 17a and b we illustrate
the corresponding throughput and time results. As we
can see, channel usage time is now max-min fair with
the throughput of flow 0 higher than others as ex-
pected. The difference between the throughput of flow
0 and that of flows 3-7 is around a factor of 7, which
is the same as 9230/1303. In comparison, using the
throughput-fair allocation in Eq. 1, M Py and M P, use
a duration K = 1303 ws where 1303 us is the time for
transmitting a packet at 11 Mbps, but M P, and M P;
use K; = 9230 % 2 us and K3 = 9230 % 5 us.

For the topology in Fig. 14, we illustrate the effec-
tiveness of the time-based allocation (Eq. 2) by increas-
ing all the link rates from station 11 to the gateway GW

@ Springer
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Fig. 19 Throughput fairness: test-bed results for the topology in Fig. 7. Parameters used is listed in Table 3. Note that in Fig. 19c, the
throughput of flow 0 overlaps with that of flows 3-7. a 802.11. b TCP ACK prioritisation. ¢ Throughput fairness

to be 11 Mbps, while keeping other link rates at 1 Mbps.
Other simulation parameters are listed in Table 1. The
resulting throughput using the throughput-fair alloca-
tion (Eq. 1) and the time-based allocation (Eq. 2) is
shown in Fig. 18a and c respectively. In Fig. 18c, we also
plot the channel usage time of each flow over 100 s. It is
evident that max—min fairness in terms of channel usage
time is achieved. Note that as the actual channel usage
time is too short (around 4 s for each flow), we set the
maximum of the y-axis to be 30 s to make the figure
readable.

8 Testbed implementations

We have implemented the topology shown in Fig. 7
using a test-bed constructed from Soekris net4801*
stations with Atheros 802.11a/b/g miniPCI cards. All
stations run the Linux 2.6.21.1 kernel with a version
of the MADWiIFi® wireless driver which is customised
to allow the prioritisation described in this paper. In
order to ensure a non-interfering channel allocation at
each MP and to avoid interference with neighboring
WLAN:S, all of these tests are performed with 802.11a
channels. We use channels 40, 48 and 56 of 802.11a
for channels 0, 1 and 2, respectively. The channel rate
is fixed at 6 Mbps. To implement dual-radio MPs, we
join two net4801 stations at 100 Mbps with a cross-
over cable to form a single logical MP. Routing in
the network is statically configured. We use iperf® to
generate TCP traffic and data is collected from both
iperf and tcpdump. All the control operations such as

“4http://www.soekris.com/net4801.htm
Shttp://sourceforge.net/projects/madwifi/
Shttp://dast.nlanr.net/Projects/Iperf/
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initializing flows, collecting statistics etc., are carried
out using the wired Ethernet of net4801 stations. SACK
enabled TCP NewReno with a large receiver buffers
(16 MBytes) is used. The TCP data packet size is
1500 bytes. Default TCP parameters of Linux Kernel
2.6.21.1 are used. To prioritise TCP ACK packets,
we put ACK packets into the highest priority queue
(Queue 3) which is assigned with CW,,,;, = 3, CW,,0, =
7 and AIFS = 2. TCP data packets are collected into
lower priority queue (Queue 2) which is assigned with
CWyin =31, CWpee = 1023 and AIFS = 6.

Using the proposed throughput fair approach in
Eq. 1, the resulting allocation is shown in Fig. 19c where
we use 0, 4200 and 11000 s (which correspond to
duration of transmitting 1, 2 and 5 packets at 6 Mbps)
as TXOPs for M Py, M P, and M P5. It can be seen that
an approximate max-min fair allocation is achieved.
Here, ¢; = 4.5 Mbps and ¢y = 4.75 Mbps where ¢; is the
current channel capacity. In comparison, we also plot
the results when 802.11 and TCP ACK prioritisation
are used in Figs. 19a and 19b.

To validate the effectiveness of the time-based ap-
proach (Eq. 2) in test-bed experiments, we increase the
PHY rate between M P, and M P,, and that between
MP, and M Ps to 12 Mbps while keep the PHY rates
unchanged on other links. If we use the throughput-
fair approach (Eq. 1), we can see in Fig. 20a that a
similar max-min fair allocation to that in Fig. 19c is
achieved. That is, while the PHY rates for flow 0 has
been increased, its end-to-end performance has not
improved.

Using the time-based approach, the corresponding
channel usage time is shown in Fig. 20b. As can be seen,
a max-min fair allocation in the time domain is now
achieved. Note that here we plot the channel usage time
of each flow over 10 s. With regard to throughput, it
can be seen in Fig. 20c that the aggregate throughput is


http://www.soekris.com/net4801.htm
http://sourceforge.net/projects/madwifi/
http://dast.nlanr.net/Projects/Iperf/
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Fig. 20 Test-bed results when the PHY rate between M Py and
M P, and that between M P, and M Ps are increased to be
12 Mbps for the topology in Fig. 7. While PHY rates on all other
links are still 6 Mbps. Other parameters used is listed in Table 3.
Note that in Fig. 20a, the throughput of flow 0 overlaps with that

improved to around 12 Mbps. In comparison, 10 Mbps
is achieved when we use the throughput fairness ap-
proach.

9 Conclusions and future work

We have shown in this paper that using 802.11 at
the MAC layer, gross unfairness can exist in multi-
hop networks even if orthogonal channels are assigned
in neighbouring hops. We have demonstrated that
the TXOP mechanism of 802.11e can be used to en-
sure/restore fair allocation of resources to flows. The
proposed TXOP based scheme is implementable on
standard hardware in a simple and fully decentralised
way without the need for message passing.

The network setups considered in the present paper
are 802.11e multi-radio multi-hop networks, where the
level of MAC layer contention is not excessive (10
stations sharing a link, but not 100 stations), and there
is negligible channel noise and interference due to hid-
den/exposed terminals. When these factors are present
however, tuning TXOP alone may not be sufficient. It
is well known that adaptation of the contention window
sizes can be used to mitigate excessive MAC layer con-
tention. Further, if there are significant levels of packet
loss due to channel noise and/or hidden/exposed ter-
minals, then joint tuning of TXOP, contention window
sizes and other parameters together may be necessary
to ensure fairness.

In this paper, we restrict ourselves to provide
fairness using only standard parameters so that the
proposed algorithms can be implemented using off-the-
shelf 802.11e hardware and, importantly, are compat-
ible with legacy 802.11 equipment. We have designed

0 100 200 300 400 500 () 100 200
Simulation Time (seconds)

(b) (c)

300 400 500 0 100 200 300 400 500
Time (seconds)

of flows 3-7. In Fig. 20c, the throughput of flow 0 overlaps with
that of flows 1 and 2. In Fig. 20b, the channel usage time of flow
0 overlaps with that of flows 3-7. a Throughput fairness. b Time-
based: channel usage time. ¢ Time-based: throughput

an algorithm to tune related parameters to achieve
fairness in the more general cases mentioned above,
and have obtained promising results in simulations. We
are currently implementing the new algorithm in our
experimental test-bed and will report on these results
in the future.
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