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Abstract—To take advantage of the broadcast nature of wire-
less communication, a number of opportunistic routing tech
niques have recently been proposed. In order to manage the &a
signaling overhead associated with operation of the oppounistic
routing, these schemes work in terms of ‘batches’ consistm
of multiple packets. While these opportunistic techniquescan
dramatically improve the system performance, use of batche
means that they are best suited to UDP traffic. In the Internetand
wireless networks, however, the vast majority of the trafficis in-
teractive® (e.g., up to 80-90% is TCP). To support interactive traf-
fic opportunistically and efficiently, we introduce a novel gheme
called RIPPLE. In the RIPPLE scheme, an expedited multi-
hop transmission opportunity mechanism ensures low signadg
overhead and eliminates re-ordering, and a two-way packet
aggregation technique further reduces overhead. We impleent
the RIPPLE and related scheme% in NS-2 and compare their
performance for long- and short-lived TCP transfers and VoIP
traffic over a wide range of network conditions, including vaied
wireless channel states, levels of regular and hidden cdlions,
and geographic locations of stations derived from measureent
studies (i.e., the Wigle and Roofnet topologies), etc. Ouresults
show that the RIPPLE scheme consistently delivers 100% — 300
performance gains over other approaches.

Index Terms—Medium access control (MAC), Opportunistic
Routing, IEEE 802.11, Wireless Multi-hop Networks, Wireless
LANs (WLANS), Wireless Mesh Networks.
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A key issue in opportunistic routing schemes is the signal-
ing overhead associated with the routing of each packet. In
classical predetermined routing, once the routing tabise h
been constructed there is no additional per packet signalin
overhead. However, in opportunistic schemes, multiple for
warders typically overhear a packet transmission and, due t
the stochastic nature of channel noise, this set of receiver
varies from packet to packet. It is thus necessary for the
forwarders to acknowledge whether they hear a particular
packet. One straightforward acknowledging approach is for
the forwarders (and the receiver) to transmit a MAC ac-
knowledgment (ACK) on receipt of a packet and for these
MAC ACKs to be scheduled sequentially in order to avoid
collisions between the ACK transmissions. This approach is
used in the early version of EXOR [6], which we refer to as
preExOR to distinguish it from the later work in [7]. Clearly
the sequential acknowledging of the preEXOR scheme can be
inefficient if there are many forwarders. For efficient use of
network resources it is important to minimize this per packe
signaling overhead. ExOR [7] mitigates the overhead caused
by sequential one-hop ACKs by working in terms of batches
and using end-to-end ACKs. In MORE [8], the work in [15]
and CodeOR [19], EXOR is extended with network coding
and efficient coordinating ideas. The MCExXOR scheme [25]

Wireless communication is inherently broadcast in naturefoposes an approach whereby forwarders can prematurely
A unicast transmission can be heard not only by the targdpp waiting for MAC ACKs from the receiver and high ranked
receiver, but also by every other station in the neighbodho&rwarders, and send their MAC ACKs.
of the transmitter. Indeed, these stations (called forermrd While these opportunistic techniques can dramatically im-
hereafter) typically decode all transmissions they heat aRrove the system performance, none of them considers sup-
then drop transmissions for which they are not the intend@@rting interactive traffic such as TCP and VoIP. Considenat
recipients. To take advantage of this broadcast properiy, i Of this type of traffic is however important. In fact, the vast
appealing to let forwarders help relay overheard trafficis Thmajority (up to 80%-90% [24] [23]) of network traffic is TCP,
can be expected to yield significant performance gains wh@fd VoIP is becoming more and more popular. Interactive
for example, the link between the sender and the receivertiigffic is different from UDP. In particular, TCP flows are
poor, but the links between the forwarders and the senddr, d4yo-way in nature and in each direction the number of in-
the links between the forwarders and the receiver are godiht packets, which is controlled by the congestion cantro
This idea is often referred to as opportunistic routing i thalgorithm of TCP, varies over time; VoIP is used by at least tw

literature (e.g., [14] [7] [8] [25]).

1By interactive traffic, we mean traffic such as TCP/VoIP in eththere is
a feedback process between the involved sender(s) andeesgi

°Namely predetermined routing, shortest path routing, tirty eversion of
EXOR for supporting interactive traffic, MCExOR and a 802-like single-
hop packet aggregation scheme called AFR.

simultaneous callers. Existing opportunistic schemeschwhi
make use of a fixed batch size to manage the per packet
signaling overhead are not suited to carrying such traffic
(where the number of packets in flight is frequently much
smaller than the typical batch sizes). This is acknowledged
by the authors of [7]. Since MORE [8] and the work in [15]



focus on network coding extensions to [7], they inherit &mi S, and all of the forwarders help relay overheard transmissio
issues. Approaches using per-packet ACKs (i.e., preEXQR anith the aim of improving system efficiency. We consider
MCEXOR) are not effective due to the high signaling overhedado of the existing methods (preExOR and MCEXOR) in this
and also re-ordering issues (see Section Il). Forwarditeg-in section which do not use batches and so are potentiallybdaita
active traffic opportunistically is thus challenging. for supporting interactive traffic (as discussed in Sectjon

To tackle the challenge of supporting interactive traffic In the preExOR scheme, forwarders send MAC ACKs
opportunistically we design a novel scheme called RIPPLEequentially to avoid collisions amongst the ACKs after re-
in this paper. In the RIPPLE scheme, an expedited multieiving a packet fromS. Thus, after the sender transmits a
hop transmission opportunity (MTXOP) mechanism ensurdata packet it then defers for a period that is sufficient lmnal
low signaling overhead and eliminates re-ordering; a tvey-w the receiver and all the forwarders to transmit their ACkx s
packet aggregation technique further reduces overhead (details in [6].
Section Ill for details). We implement the RIPPLE and rafate The MCEXOR scheme uses a compressed acknowledging
schemes (namely predetermined routing, shortest patmgout mechanism, in which a forwarder of rarkwaits fori SIFS
preExOR, MCExXOR and a 802.11n-like single-hop packéitervals before transmitting a MAC ACK. If it detects an ACK
aggregation scheme called AFR[17]) in NS-2 and compatiansmission during its waiting period it will not transnitis
their performance for long- and short-lived TCP transferd a ACK since the ACK reception indicates that a higher ranked
VolIP traffic over a wide range of network conditions, inclugli forwarder has received the packet.
varied wireless channel states, levels of regular and hidde
collisions, and geographic locations of stations derivennf C. Comparison

measurement studies (i.e., the Wigle and Roofnet topaipgie | the context of opportunistic routing, the receivBris
etc. Our results show that the RIPPLE scheme consistenilyie to hear from the sendér but the link quality between
delivers significant performance gains over other appresichihem is normally low. The link quality between the sender
i.e., 100% — 300% throughput improvement is achieved. g and the forwarders i and that between the forwarders
We envision that the proposed scheme will most likely bg 1 and the receiver? is normally high. Thus, a properly
useful in infrastructure WLANS (e.g., those considereddl) [ gesigned opportunistic routing scheme should be able te sei
where clients can help each other communicate with the Afe opportunities when a transmission fréhis directly heard
efficiently_, and in_multi-hop networks which provide encets by R, or by high priority forwarders that are close 1 so
Internet like services. as to reduce the number of transmissions needed to forward
packets, and thereby improving system efficiency.
_ ) However, this performance gain is often not achieved when
_A routing protocol normally consists of three parts: rout§sing the preExOR and MCEXOR schemes for supporting
discovery, packet forwarding and route maintenance. BeNQtieractive traffic such as TCP and VoIP. There are two reason
the sender, the receiver and the set of forwardersSbR  for thjs inefficiency: signaling overhead and packet redrup
and F = Fy,..., F, (wheren is the number of forwarders) 1) Signaling Overhead: The preExOR and MCEXOR
in a wireless multi-hop network. For an opportunistic ragti g.hemes frequently incur higher signaling overhead than
protocol, the task of route discovery involves determineng e qetermined schemes. Specifically, transmissions fien t
selection of the members of the forwarder get EXisting sengderS are received with the highest probability by the
routing schemes (e.g., ExOR [7]) leverage heuristic methofl forwarderr, and forwarding from# is most frequently
such as ETX [12]. received by the second forwardgs, and so forth, then both

In this paper we focus on the second task, i.e., packgh opportunistic and predetermined routing schemes tnd t
forwarding. Current forwarding techniques can be clasbifi§,se this same route (ie§ - F, — ... -» F, — R).

into two sub categories: predetermined and opportunistic f T4t s, even if opportunistic routing methods are used, the
warding. most probable route is the same as that used by predetermined
A. Predetermined Forwarding rqutlng. Opportunistic transmlssmn_s in this case haveghéni

] ) ) . signaling overhead than predetermined routing (due todiee n
Forwarding sequences in this category are predetermingQqentify the set of forwarders that have received eachetac

in nature, i.e, when the sendrtransmits a packet, only theansmission) and so network throughput can be signifigant!
first forwarder Fy is permitted to receive it (other stationsgyer than when predetermined routing is used.

simply drop the packet). When the first forwardarforwards, |, yqre details, let the time to perform random backoff
only the sec.ond forwardef, receives the packet, Qnd SO Onpo Tyuckos f, 10 transmit MAC ACKs belsck, to send the
The forward!ng.path followed by a packet is thus fixed and Ehysical iayer header b1,y ha, to defer SIFS bds;rs and
updated periodically. to defer DIFS b€l'p;rg, respectively. Using predetermined
routing methods (with 802.11 DGRt the MAC layer), for a

II. MOTIVATION

B. Opportunistic Forwarding

Opportunlstlc_forwardlng_ methods gllqw the receiver arid al SNote that the preEXOR and MCEXOR schemes are extensions base
the forwarders inF' to receive transmissions from the sendeso2.11 DCF.



packet that is relayed by — 1 forwarder(s) to be received by e
the receiver, it takes(Tyockor f +Tpara+Tprrs+Tsrrs+
Tack + 2T phynar) Where oneTy,n nar iS used for sending

the data packet, another for the ACK. While due to the use G

of sequential ACKs (and the compressed sequential ACKS), it

takesn(Thackof f +)TDATA+TDIFS+Tphyhdr)+Z?(TACK+ fow 3 ) 1/@
Tsirs + Tphynar) and n(Tpackors + Toara + Tprrs + = -
TACK+2Tphyhd’r)+Zrll Tsrrs inthe preExXOR and MCExOR 0- 4 ﬂow@

schemes respectively. Using preEXOR and MCEXOR therefore

lead to longer channel usage time. For example, in Fig. 2 we

illustrate transmission timeline of two packets for flow 1 in @

the topology in Fig. 1. The predetermined route used for flow
1 is called PRR for ease of explanation (in which packef@- 1. A multiple-flow topology. There are three flows alttige in this

. topology. Flows 1 and 2 share stations 0, 1 and 2, and flow 3set@ons
of flow 1 follow the route0 — 1 — 2 — 3). Comparing Wi‘t)h th%yother flows at station 1.

PRR with preExOR and MCExOR, we can see that in this

example the overhead incurred by the preEXOR scheme is Tsrrs (us) 16

6 * (Tacx + Tsrrs) longer than with PRR. Due to the use E;‘iki?tsiif?g;”eg)s) 2000

of compressed _slots, MCEXOR tak&s T'4c i less time tha|_1 PHY data rate (Mbps) | 216
preExXOR, but stilb+T's; g intervals longer than PRR. That is, PHY basic rate (Mbps) | 54

for the most probable transmission sequence the preExOR and Interface queue (packets) 50
MCEXOR schemes incur extra signaling overhead over PRR Tohyhdr (15) 20

due to the signaling requirements associated with operafio TABLE |

the opportunistic routing. MAC/PHY PARAMETERS USED IN THIS PAPER

2) Packet Re-ordering:The foregoing analysis relates to
the most probable transmission sequence. Of course, there

are many other possible transmission sequences which would _ ]
be shorter and therefore incur lower overhead. To compgté forwarder; but not by the receiver. Both the sender and

performance, we implemented the preExOR and MCExogrwarder; then initiate a random backoff to win the channel

schemes and compared them with predetermined methodsdCCess, put the sender will sometimes choos_e a shortermando
We observed that even if other transmission sequences Bgkoff time than forwardey and so transmit packet+- 1

also possible, the performance of preExOR and MCExOefore forwgrdeyj transmits pa_lckezt._lf packeti+ 1 is heard

forwarding is still not comparable with that of predeteredn PY the receiver, then re-ordering will occur.

routing. For example, consider a TCP flow from statidon

to station3 which lasts for 10 seconds with the parameters Il THE RIPPLE SHEME

in Table I. The measured throughput is 0.001, 6.7, 5.9 apd The Main Idea

5.85 Mbps with the Shortest Path Routing (SPR, i.e., dyect For opportunistic routing protocols (as discussed in the

from station0 to 3), PRR ) — 1 — 2 — 3), preExOR and . i f f ting interaddi
MCEXOR schemes, respectively. Please refer to our techniBL:V'0US S€¢ ion), per ormance for S“Ppor ING INteracliows
report [18] for more details IS"mainly affected by two key issues: packet re-ordering and

On closer inspection of the simulation data, in additiot € per pgcket signaling overhead. In the. RIPPLE scheme,
ese two issues are resolved in the following manner.

to the signaling overhead discussed above, the degradati E Resolving Re-orderingTh ‘ K deri
in throughput of preExXOR and MCEXOR relative to pre- ) Resolving Re-orderingThe cause of packet re-ordering,

determined routing is affected by a second factor. Name introduced in the last section, is the time difference/ben

we find that packet re-ordering happens frequently with bo nsmissions of new packets by the sender, and_ trgnsnmnssm
the preEXOR and MCEXOR schemes. For example, with t old packets by the forwarders. To solve this issue, we
preEXOR scheme, of the 10766 TCP packets rec’:eived not let the forwarders cache any heard frames while still
the receiver 2862’are out of order, i.e., 26.58% of packé ti_ng them help forward _transmissions (This is thus araiqle

are re-ordered. With the MCExXOR scheme, 27.9% pack@f llar to that proposed n [22] for _next generat_lon mob|_le

are out of order (3122 packets out of 11191 packets). T -hoc networks). That is, we o!eagn_ an ato.m|c operat|.0n
congestion control algorithm in TCP treats re-ordering in etween the sender and the receiver within which re-orderin

similar way to packet losses, reducing the send rate and tl)? r(]:ompletely.ell_mlnated. Wﬁﬂcall_r?gpkmd (j)gope(itmn
reducing the connection throughput. Re-ordering in prelExCJ'jl mgt't' _?p_tr?;]]sn;|ls|3|o_r1 oppt)ortu ym ) and describe
and MCEXOR occurs due to the random backoff mechanigme etails In the foflowing Steps.
of 802.11 and the unpredictable channel state. To see this, - . :

id ituation where the sender has two packatsd - Recall that a transmission opportunity in 802.11 cpnswftsadDIFS
consider a siu . : wop _ interval, a backoff period, a data transmission, a SIFSniateand a MAC
141 to send. Suppose it sends packétst which is received ACK transmission



Fig. 2. Transmissions of two packets (P1 and P2) with predeted route (i.e.) — 1 — 2 — 3), preEXOR, MCEXOR and RIPPLE. BO is the abbreviation
of backoff. In the preEXOR scheme, shadowed ACKs indicate tie sender is waiting for an ACK which is not transmittedclk arc line indicates one
transmission opportunity.

o Multi-hop Transmission Opportunitypenote the highest on a multi-hop basis, with the sender retransmitting when
priority forwarder to be forwardet, the next highest it does not receive a MAC ACK for a transmitted frame.
priority forwarder be forwarder, and so on. In the Thus, re-ordering caused by relaying from forwarders will

RIPPLE scheme, the receiver acknowledges reception of never happen.

a frame after &' = Ts;rs time, whereTs;ps is the e revisit the example in Section Il using the mTXOP
time for a SIFS duration [1]. Forwarder(i > 1) relays mechanism. As before, assuming for illustrative purpokes t

a received data frame only after detecting the channgime transmission order as in the PRR scheme, the transmis-
to be idle for aT" = i x Tt + Tsrrs time, where sjon timeline for packet®1 and P2 is shown in Fig. 2 (see
Tsi0t is the time for a slot duration [1]. This results in aRIPPLE1). When packeP1 is transmitted by statio® it is
prioritized opportunistic acknowledging scheme wherel¥ceived by statiorl but not by 2 or 3. Station1 waits for

the highest priority forwarder that receives a data framghe SIFS and 2 slot intervals (the SIFS for possible ACK
relays the packet while lower priority forwarders defefransmissions from statio8, the first slot for from statior®,

and make no transmission (See Sections I1I-B1 and lll-B¢hd the second slot to provide time to turn itself from reicejv

for details about priority assignments.). Therefore, higly sending state) before forwarding1l. After hearing1's
priority forwarders can help relay whenever they overhegiansmission, statiog relays in a similar way but defers one
the transmissions, thus improving performance. Note thg{FS and one slot as it is only one hop from the destination.
in MCEXOR, a similar premature waiting mechanism iginally, P1 arrives at statior8. The MAC ACK is then sent
used, after which the MAC ACK will be sent to theand forwarded in a similar way and then the same sequence
sender. Whilst in our scheme, we forward the overheafgpeats for Packe?2.

data frame towards to destination. 2) Mitigating Overhead: Although we can guarantee re-

« Two-way Opportunistic ForwardingOn receiving a data ordering free using the mTXOP mechanism, a similar to
frame the receiver replies with a MAC ACK. Since MACthe preExOR and MCEXOR schemes overhead is incurred.
ACKs are important for ensuring multi-hop performancefo mitigate the overhead, we propose a two-way packet
we let the forwarders help reIay MAC ACKs in a Sim“araggregation mechanism which works as follows.
man!'ler to data frames, 39 thgt the MAC_A_CKS will b,e o When the sender (re)transmits, we allow multiple packets
received b_y the sender with hlg_h probabilities. That is, (each protected with a separate CRC of its own) to be
forwarder i (i > 1) relays a received MAC ACK frame aggregated in the (re)transmitted frém&hus, overhead

after detecting the channel to be idle foa= (i — 1) x is incurred only once for the large frame, while without
Tsior + Tsrrs time. Since there is no acknowledgment  544reqation, overhead has to be repeated for at least
for the MAC ACKs, forwarders defers one slot less time 1o number of aggregated packets times. For the above

for relaying a MAC ACK than for relaying a data frame. o, ample using the packet aggregation (RIPPLE2 in Fig.
o Multi-hop RetransmissiarForwarders do not cache any, 2) leads to approximately 50% overhead reduction in

and only relay heard transmissions at most once, i.e., if a comparison to the non-aggregated version (i.e., RIPPLEL

forwarder hears a data (or a MAC ACK) frame but does ;, Fig. 2). As per [2], [17], we select 16 as the maximum

not hear the due transmissions from higher priority sta-

tions, it will start relaying, otherwise it discards the hiéa  5in the RIPPLE scheme, multiple packets can be transmittea $ingle

frame. Retransmission of lost frames is thus performé’ame. To distinguish, we define a packet as what the MAC veseirom the
upper layer, a frame as what the MAC transfers to the PHY layer



number of packets that can be aggregated into a framessentially a form of hidden terminal effect acting between
« Aggregation can be performed in a bi-directional mannesn-path stations. To mitigate such effects we can use a small

i.e. if there are data packets waiting to be transmittetumber of forwarders (see remark (4) below), and our results

from the receiver to the sender, the receiver also aggiedicate that using up to 5 forwarders can ensure that over a

gates packets into large frames. This seemingly simphéde range of network conditions, this type of collision doe

mechanism can lead to significant efficiency gains farot have a major impact. Second, there may be local traffic
two-way flows such as TCP, where TCP ACKs in that a forwarder waiting to be transmitted. To reduce colfisio
reverse direction have to be sent. between relayed and local traffic, when relaying a hearddram

o If there is local traffic at forwarders, a forwarder cara forwarder aggregates local packets (if the frame is ngelar
aggregate local packets and relayed packets in orderetmough) so that both multi-hop and local packets are sent in
save bandwidth. one transmission.

Inter-path collisions can be regular or hidden collisioas:
regular collision happens when two senders that can heér eac
1) Forwarder Lists: The selection of forwarder lists (andother start sending at the same time, whilst a hidden cmfiisi
the priority assignments based upon it) belongs to the routecurs when two senders that are not able to hear each other

discovery task of a routing protocol. Existing routing sties start simultaneously. Very frequent regular collisions tead
(e.g., EXOR [7]) leverage the forwarder selection method @ low performance for all considered schemes in this paper.
ETX [12]. Since this paper focuses on packet forwardin@ut one can expect that this will happen infrequently for
selection of forwarders is out of the scope of this curreititeractive flows such as TCP due to its self-adaptability.
work. However, the design of the RIPPLE frames allowslidden traffic can also have major effects on all the schemes
any forwarder lists (and thus priority assignments) to bghen for example the hidden traffic is nearly saturated. For-
supported. As we will show in Section IV, given a pre-seldcteunately, recently measurement studies in real networks/ sh
path, using the RIPPLE scheme can always achieve improvhet hidden collisions only account for less than 5% of all
performance. losses (Fig. 9 in [11]). In both regular and hidden collision

2) Priority Assignments:A station, on hearing a frame, cases, as shown in Section IV-B, performance achieved by the
checks the forwarding list to decide whether it is a forwardeRIPPLE scheme is always the best of the schemes considered.
For forwarders, we use an implicit rule to assign their pri- 4) Maximum Number of ForwarderdJsing a small number
orities. In particular, all stations know that the forwargli of forwarders can restrict the potential cost of intra- ami-
list is located between the MAC header and the frame bogyath collisions. If the number of forwarders is large, @idin
We mandate that the identities (and thus the forwarders) tltkan become frequent in a manner which is similar to the
are closer to the MAC header have higher priorities. Theffect observed in [13] (i.e., if there are too many forwasge
destination is always the highest priority forwarder, ahdst collisions can be so frequent that final performance is worse
the closest one to the MAC header. than that of using single path routing approaches.).

3) How mTXOPs BreakThe mTXOPs used in the RIPPLE  We comment that the number of forwarders refers to the
scheme are potentially longer than transmission oppdi#sni actual number of forwarders used on a given path, not to the
in other schemes. If such mTXOPs are stopped prematuralymber of potential forwarders in the network. The forwarde
and frequently, performance will be negatively impacte@ Wselection method used (e.g., [7] [12]) ensures that a sladht p
argue however that while this situation can happen, the éinpés selected, i.e., not all potential forwarders will be chross
is likely to be minor. forwarders.

Broken mTXOPs can be due to channel noise and colli- We leave the maximum number of forwarders as an open
sions. Opportunistic routing schemes are mainly desigoed flesign parameter. In this paper, we mostly use 5 as the maxi-
mitigating the former issue, i.e., when the link between thmum forwarders since in a wide range of network conditions
sender and the receiver is error prone, and links between the did not observe that the system performance was impacted
sender and forwarders and the links between the forwardessthis value. In Section IV-C we also introduce results fpr u
and the receiver are in good states. to 7 hops.

As for the latter issue, collisions may be classified into 5) Self-Adaptability to Traffic Demands$?acket aggrega-
intra-path or inter-path collisions. By intra-path calhiss we tion requires the availability of packets to form into a larg
mean collisions between stations (including the sendettlaad frame. While some form of suitable wait mechanisms before
receiver) that are on the path from the sender to the receiveansmissions seems a good idea at first glance, we note
while by inter-path collisions we mean the collisions betwe that real world traffic can exhibit complex bursty behaviors
stations on and off the path. which make the design of an effective waiting scheme diffi-

For intra-path collisions, there are two issues to consideult. Therefore, in this paper, we leverage the zero waiting
First, two on-path stations’ forwarding transmissions cger- mechanism proposed in our previous work for single hop
lap when stations can not overhear the due transmissigraxket aggregation [17]. With zero waiting, the sender §imp
(for example a lower priority forwarder does not hear aggregates and transmits the available packets (if it ierot
relay transmission by a higher priority forwarder). This iseeding the maximum allowed number) waiting in the sending

B. Remarks



Flow 1 | Flow 2 | Flow 3
ROUTEO| 0123| 0124|5617

gueue, with no additional waiting time introduced. This gien

scheme turns out to adapt automatically to changing network ROUTEL| 013 [ 014 [567
conditions. Specifically, when the current level of effidgn ROUTE2| 023 | 024 [517

is too low for the offered load, a queue backlog will develop TABLE Il

which in turn induces larger frames to be transmitted and so THE USED PATHS FOR THE TOPOLOGY INFIG. 1.

increases efficiency. If the incoming traffic subsides, $nal
frame sizes will be automatically selected as queue basklog
tend to disappear too.

6) MAC Layer Queues:Two queues are maintained at

the MAC layer: a sending queues() at the sender and & oy the frame models, the Shadowing model of NS-2 is used
receiving queue Rq) at the receivér With the Sq, we can i, \yhich frame losses are proportional to the distance betwe

i) aggregate packets into large frames, ii) keep packet URkations. Note that this model assumes that losses betheen t
they are acknowledged. With thg, we can keep incoming sender and different forwarders are independent. Thergfor

packets if they arrive out of order, i.e., we only pass ineordin5_nath and inter-path collisions occur in a random man-
packets to the upper layer. Note that a new type of packgl, The chosen Shadowing model parameters are: path loss

re-ordering (i.e., it is not the same as in the preEXOR apgyonent 5, shadowing deviation 8, transmission power 281
MCEXOR schemes) may happen without fR¢due to the use

of packet aggregation. In particular, with packet aggriegat
multiple packets can be transmitted in a large frame. DueUsing bit error models is important (and fair when com-
to channel noise, some packets in a same frame may ing with other schemes) for studying the performance of
corrupted but others are correctly received by the receifier packet aggregation schemes, since partial retransmssaien
the corrupted packets are those that arrive at the sendireapormally used for them. For this aim, we use the independent
than the correct ones, theg is required to cache the correctand identically distributed (i.i.d.) BER model as in [17]ot¢
packets temporarily, waiting for the corrupted packets ¢o fhat replacing i.i.d. with other BER models (e.g. Gilbert-
retransmitted. Elliot model) is straightforward and dose not impact the
7) Piggy-back on MAC ACKsAfter receiving a data trans- comparison in this paper (see [17] for details on this). &inc
mission from the sender, the destination first replies with BCP congestion control views packet losses as an indicator
MAC ACK, then sends a data packet back to the senderdf congestion, TCP throughput is strongly dependent on the
there are any in th8q of the receiver. Potentially, it is possiblelink loss rate (e.g., [9] [10]) and too high a loss rate may
to aggregate the MAC ACK and new data packet into a saréen prevent high utilization of the wireless channel. Tagt
frame in order to reduce the transmission overhead. HoweVi&e impact of channel noise therefore, we use a BEROoP
such aggregation creates signaling difficulties. Namélwe and 10~° to simulate a ‘noisy’ and a ‘clear’ channel state,
piggy-back data packets on MAC ACKs, then the sendggspectively.

station does not know in advance what timeout period to US\p/e first present the performance measured on the topology

before triggering a retransmission. in Fig. 1 (in Section IV-F we present results for two larger

8) Co-existing With 802.11Similarly to 802.11n, the RIP- y55|0gies). There are initially three flows in this topojog
PLE scheme basically uses long transmissions if possi sources of flows 1, 2 and 3 are station 0, 0 and 5, while

while keeping other aspects of 802.11 (e.g., backoff, DIFge destinations are 3, 4 and 7. We consider three sets of

etc.) unchanged. It thus can co-exist safely with 802.11.  yreqetermined routes for these flows and call them ROUTEQO,
ROUTE1 and ROUTE2. In Table Il we list these routes. For
example, if we use ROUTEDQ, flow 1 would have a route from
We implemented the RIPPLE and related schemes (namelyo 3 via stations 1 and 2. In the results figures (Figs. 3 and 4)
predetermined routing, shortest path routing, preExORe report results when only flow 1, both flows 1 and 2, and all
MCEXOR and a 802.11n-like single-hop packet aggregatifiws 1, 2 and 3 are activated at the same time, respectively.
scheme called AFR[17]) in NS-2. All results presented are ) ) ) )
averages over multiple runs. Due to packet re-ordering and O Predetermined routing methods (i.e., using routes
signaling issues introduced in Section II, the performanice ROUTEO, ROUTEL and ROUTE2), we use at the MAC layer
the preExOR and MCEXOR schemes is always worse that wi}f Standard 802.11 DCF and the AFR scheme [17] for packet
predetermined routing schemes, and so we do not introd@#dregation (which is similar to 802.11n proposals). Th&AF
their results in this section. scheme is a packet aggregation extension of 802.11 DCF, and
To evaluate performance when the channel is error profil¢ Maximum number of packets that can be aggregated into
and both intra-path and inter-path collisions happen (S@ége frames is 16 which is the same as that used in the RIP-

Section Il Remark (3)). We use a combination of frame arfd-E Scheme. In this way, we can compare AFR and RIPPLE
bit error models. on a fair basis and distinguish clearly the source of observe

throughput improvements, i.e., distinguish improvemehits
6No queue is used at the forwarders. to packet aggregation and due to mTXOPs.

IV. EVALUATION



A @
[l
a
S
o
=3

Flows 1,2, 3 Flows 1,2, 3

IS
a
IS
a

Flows1,2,3
Flow 1 « Flows 1, 2, ]
> =

Flow 1 « Flows 1, 2,
2> =

Flow 1 « Flows 1. 2,
«— o2 5

S
S
S

o
o
a

8
8

[

<

S}
S}
[S)

BoR NN W0 A
5} a
5}
15}

o

o

2R NN W W A
@

Sum thru of active flows (Mbps)
o

I
Sum thru of active flows (Mbps)
N
Sum thru of active flows (Mbps)

o«
o «
o«

S DRLARI6 S DRLARI6 S DRILARIL6 DRLARIE DRLARI6E D RL ARI6 DRLARI6E DRLARI6E D RLARI6

(a) ROUTEO (b) ROUTE1 (c) ROUTE2
Fig. 3. Measured throughput in Mbps for the topology in Fig:<, 'D’, 'R1’, 'A’ and 'R16’ represent the SPR (directly &fm stationl to station3) with
DCF, 802.11 DCF, RIPPLE without packet aggregation, AFR RHRPLE (with packet aggregation) schemes respectivel)r B20~% and other parameters
listed in Table I.

a
S
a
S
@
=]

Flows 1,2,3 Flows 1,2,3

Flow 1 Flows 1, 2,
ol e

Flows 1,2,3

A
o
A
ol
I
o

Flow 1 « Flows 1, 2,

Flow 1 Flows 1, 2,
D <« WL 5

D e ——

S
S
S

[}
[}
@

S
S
S

o
o
=]

o o

o o

BN N W oW b
@ a

Sum thru of active flows (Mbps)
= = N N w w B

Sum thru of active flows (Mbps)
o

= = n N w w B
Sum thru of active flows (Mbps)

JIH JIHH uil]

S DR1AR16 S DR1AR16 S DR1AR16 D R1 A R16 D R1 A R16 D R1 A R16 D R1 A R16 D R1 A R16 D Rl A R16

(a) ROUTEO (b) ROUTE1L (c) ROUTE2

o o
o o
o

Fig. 4. Measured throughput in Mbps for the topology in Fig!s, 'D’, 'R1’, 'A’ and 'R16’ represent the SPR (directly &m stationl to station3) with
DCF, 802.11 DCF, RIPPLE without packet aggregation, AFR RiRPLE (with packet aggregation) schemes respectivelf)g BE0~> and other parameters
listed in Table I.

A. Long-lived TCP Transfers We then turn on the packet aggregation of the RIPPLE
_ . . _ _scheme. As seen in Fig. 3(a), the RIPPLE scheme (marked

We first consider long-lived TCP transfers, which persigs R16) is able to take advantage of both mTXOP and packet

tently send traffic during the simulation time. In order tggregation and the throughput achieved is approximately t

simulate a situation where mTXOPs are necessary, we 10cg{fn of both. That is, the effectiveness of the RIPPLE scheme

the stations and tune carrier/receiving ranges in such a waygue to both mTXOPs and packet aggregation. But, with

that one-hop routing is inefficient. That is, a single TCP fowejther of these individually, high performance can not be

throughput with SPR (directly from statidhto station3) is  5chieved.

0.76 Mbps when the BER i$0~°, using the parameters in 1o show that the RIPPLE scheme is able to support various

Table I. But, when ROUTEQ is used, throughput increases d@jection of forwarder lists (and thus priority assignmsgnin

7.04_Mbps (see Fig. 3 for results of SPR and ROUTEO runnifgys. 3(b) and 3(c) we illustrate results when the ROUTE1

multiple flows). and ROUTE2 routes are used. We observe that regardless of
With this network configuration, both intra- and inter-flowthe routes used, the RIPPLE scheme consistently outpesform

collisions can happen. Namely, we can simulate the perfare other approaches.

mance when collisions due to activities from both hidden and Note that the performance of RIPPLE is similar on both

non-hidden stations. Further, use of the BER model allows tt&e ROUTEO and ROUTE1 routes, while a significantly lower

to simulate channel noise which is independent to collsionthroughput is achieved on ROUTE2. Thus, either ROUTEO or
We first show the results of the RIPPLE scheme wheROUTEL will likely be preferred if heuristic routing metsc

packet aggregation is turned off, and of the AFR schensech as ETX [12] are used.

from [17]. Namely, we would like to see the performance The performance when the BER~° is illustrated in Fig. 4

of pure mTXOP without aggregation, and pure aggregatiovhere a similar trend is observed when comparing the RIPPLE

without mTXOP. The results when the ROUTEDO route is usestheme with others.

are shown in Fig. 3(a). It can be seen that the pure mTXOP _ .

(marked as R1) and pure aggregation (marked as A) scherfesEiTects of Regular and Hidden Collisions

achieve slightly higher and around twice more throughpamth Excessive regular/hidden collisions can have a large itpac

the 802.11 DCF (marked as D). on the performance of any CSMA/CA based protocols. To
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D. Short-lived TCP Transfers: Web Traffic

show the effect of regular collisions, we use the topology | this section, we present results for short TCP transfers
shown in Fig. 5(a) where all the flows are in hearing anghich mimic realistic web traffic ([21]). Web traffic congisof
receiving ranges of each other (but note that due to the USR/OFF periods. During the ON time, a web user visits some
of the Shadow model, infrequent inter- and intra-path hidd§yep pages, whilst in the OFF time, the user is reading what
collisions can still happen). The results (in Fig. 6(a)) Whohe/she just downloaded. To run the simulations in a realisti
that the sum throughput of all flows drops as expected Whgfunner, traffic generated in ON periods should be Long-Range
the numbe_r of flows increases, with the RIPPLE SChe”Ef'ependent, i.e., resembles the aggregation of many ON-OFF
outperforming t_he DCF an AFR schemes. senders with heavy-tailed ON periods. In this paper, a teans
As for the hidden collisions, we use the topology showgized with a Pareto distribution with mean 80KB and shape
in Fig. 5(b) where the senders of flows 2-10 are completgharameter 1.5, is used when the traffic is in ON time. While
hidden to the sender o_f flow 1 (b_ut not so to the forwarders)uring the OFF periods, no traffic is generated. The length of
Therefore, when the hidden traffic load becomes heavy, flqe OFF periods follows an exponential distribution withane
1 can be throttled which is what we see in Fig. 6(b) wheig,ration of one second.

the throughput of flow 1 is plotted as the number of hidden The topology used for web traffic is the same as that used for
flows (flows 2-10, each sendirigx 10° packets during the |ong-lived TCP transfers (i.e., Fig. 1). However, there aoe/
simulations) is increased from O to 9. Again, the RIPPLEQ ghort transfers between each sender/receiver pair. jame
scheme behaves better for less than 7 hidden flows. Whef\veen stations 0 and 3, 0 and 4, and 5 and 7, are flows
there are 7, 8 and 9 hidden flows, the performance of RIPP4E 10 1120, and 21-30 respectively. In Fig. 8, we show
is slightly worse than that of the other two. This is becausge sum throughput of all active flows. As can be seen the

the hidden flows of RIPPLE use mTXOPs which can caug@ppLE scheme outperforms the other two approaches when
longer hidden collisions than when using DCF and AFR. Notg,hnorting web traffic.

that in this extreme region, no scheme can achieve more than
3 Mbps throughput even though the physical layer rate is 26 VoIP

Mbps. To investigate RIPPLE’s ability of supporting interactive
traffic, we further test it with VoIP traffic. VOIP is sensiéivo
both losses and delayijitter, and thus is more challendiag t
In this paper, we mostly use 5 as the maximum number ®CP traffic. The standard evaluation metric for VoIP is Mean
forwarders. In this section, we briefly introduce resultsewh Opinion Score (MoS) which ranges from 1-5, where 1, 2, 3, 4,
up to 7 hops are used since the maximum reported hops thatorresponds to that the perceived VoIP qualityripossible
we can find in the literature is 7 (see [7]). very annoyingannoying fair and perfectrespectively. MoS
For this aim, we use a line topology and increase the ling commonly estimated from an R-factor as: 1fif< 0; 4.5,
length from 2 to 7 hops with and without a 3-hop flow (sendinig R > 100; and1 + 0.035 x R+ 710"R(R — 60)(100 — R),
5x 10° packets) intersecting it. As expected (see Figs. 7(a) aotherwise. The R-factor is obtained (as per [5]) from the

C. Maximum Hops with Cross Traffic



N
[=)

[TIDCF ROUTEO
[ JAFR ROUTEO
HERIPPLE

BER=10"°

BER=10"°

w
o

w
=]

N
ol

2R
o

Sum thru of active flows (Mbps)
N
wn o

2

1.10 1..20

130 110 120  1.30
Flow ID

Fig. 8. Web traffic results in Mbps (sum throughput of all eetflows) for

the topology in Fig. 1. Parameters used are listed in Table I. Fig. 9. A typical topology from the Wigle database, adaptexinf Fig. 3 of

[20]
BER=10—° BER=10—°
Flows 1.10] 1.20 ] 1..30 | 1..10] 1..20] 1..30 25007
DCF ROUTEO| 3.82 | 1.19 | 1.18 | 4.13 | 1.56 | 1.20 o5
AFRROUTEO | 411 | 1.21 | 1.00 | 412 | 1.42 | 1.01 oo
RIPPLE 411 | 249 | 1.75 | 4.14 | 2.82 | 2.09 2000t R ©°
o 3%
TABLE Il o e
MOS FORVOIP TRAFFIC IN FIG. 1. THE PHYSICAL LAYER DATA AND 15001 © o‘i o
BASIC RATES USED ARE BOTHGMBPS, AND OTHER PARAMETERS LISTED o 0°
IN TABLE I. € o,
1000/ o O
®©° o o
° o
5% 0 % ® o
. 500f °°00 °
expressiorf4.2 — 0.024d — 0.11(d — 177.3)H(d — 177.3) — o % ° 3
11 — 40log (1 4 10e), where d is the mouth-to-ear delay 0
including coding/network/buffering delays, is the total loss % 1000 2000 3000 2000

rate including losses in the network and those due to late
arrivals, andH (z) = 1 if = > 0; O otherwise. Fig. 11. The Roofnet topology. The unit for both x-axis anelxys is meter.
For simulating VolIP traffic, we model a 96kbs on-off traffic
stream with on and off periods exponentially distributedhwi
mean 1.5 seconds. Similarly to [5], we aim a 177 ms moutfl® DCF and AFR schemes. Improvements of up to 200% are
to-ear delay, and a 52 ms delay for the wireless part. That f2served (e.g.flow 8-7-5 in Fig. 10(a)).

packets arrived but with &52 ms delay in wireless part are -@stly we consider the topology (see Fig. 11) of the
considered as losses. MIT Roofnet, derived from the GPS coordinates file

We use the same topology as for the web traffic, and # http://vaw.pdos.lcs.mit.edu/roofnet/roofnet-ccmrdThis_
Table 1l we list the results, where it can be seen that tfi@Pology is relatively large so we focus on transmissions

MoS achieved by the RIPPLE scheme is consistently higHdgtween stations that are 4 or 5 hops apart. After picking
than that with the DCE and AER schemes. station pairs to use as senders and receivers, two moreynearb

stations are selected to act as the hidden terminals.

F. Large Scale Topologies with Low Rates The results obtained are shown in Fig. 12. Again, the results

We now consider a typical Wigle topology, shown in Figshow that the RIPPLE scheme consistently outperforms the
9, obtained from the Wigle database which contains measuggher two schemes with up to 300% improvement observed
ments of real AP locations (the topology used correspon@sg., flow 5(1) in Fig. 12(a)).
to the connected part of Fig 3. in [20]). The main network
consists of 8 wireless stations, and we added two additional
stationsS and R in order to simulate the impact of hidden In this paper, we introduced a novel scheme called RIPPLE.
collisions. The hidden traffic used is a TCP flow fr@dio R In the RIPPLE scheme, an expedited multi-hop transmission
sendingl x 10° packets. opportunity mechanism ensures low signaling overhead and

Figs. 10(a) 10(c) and 10(b) 10(d) present throughput megliminates re-ordering, and a two-way packet aggregagio-t
surements for TCP flows between eight randomly picked paingjue further reduces overhead. We implement the RIPPLE
of stations. Results are shown with and without hiddenatati and related schemes in NS-2 and compare their performance
(i.e. with and without traffic between statiosand R). Due for long/short TCP transfers and VolP over a wide range of
to the small diameter of the network topology, most of theetwork conditions, including varied wireless channetesta
flows traverse 1-3 hop(s). The results show that the RIPPldvels of regular/hidden collisions, and geographic lmceg of
scheme consistently outperforms predetermined routirty watations derived from measurement studies (i.e., the Vdigte

V. CONCLUSIONS ANDFUTURE WORK
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Results for the Roofnet topology in Fig. 11. The latmn the x-axis indicate the number of hops and the numbeadi ¢est. For example, ‘3(1)’

means there are 3 hops between the source and the destiaatiahis is the 1st 3-hop example, with ‘3(2)’ meaning the 3rtbp example.

Roofnet topologies), etc. Our results show that the RIPPLE] Y. Ganjali, and A. Keshavarzian, “Load Balancing in AdchNetworks:

scheme consistently delivers 100% —
over other approaches.

300% performance ga[iPﬁingle-path Routing vs. Multi-path Routing”, Infocom 2004

Y. Ganjali, and A. Keshavarzian, “Selection Diversiprwarding in a
Multihop Packet Radio Network with Fading Channel and CaptlACM

In future work, we plan to design a theoretical analysis MCCR 2001. ‘ ‘
for the RIPPLE scheme and will consider if it is possibl€®] S. Katti, D. Katabi, H. Balakrishnan, and M. Medard, r8lyol-level

to combine the advantages of opportunistic routing and raig

adaptation.
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