
Notes on Matrix Theory and Basi
 Linear AlgebraDe�nitions� For positive whole numbers m, n, an m� n real matrix (in Rm�n) A is a re
tangulararray of real numbers with m rows and n 
olumns. If m = n the matrix is square. Forexample A =0� 2 11 0�1 5 1AB = 0� 1 0 �3�2 1 13 �4 0 1A :A is 3� 2 while B is 3� 3.� The transpose, AT , of A 2 Rm�n is the matrix in Rn�m formed by inter
hanging therows and 
olumns of A. In our above exampleAT = � 2 1 �11 0 5 �BT = 0� 1 �2 30 1 �4�3 1 0 1A :� The element in the i; j position of a matrix A is written as aij.� The sum of two matri
es A;B 2 Rm�n is the matrix C = A + B in Rm�n whose i; jelements are 
ij = aij + bij for 1 � i � m, 1 � j � m.A = 0� 2 11 0�1 5 1AB = 0� 1 0�2 13 �4 1AA+B = 0� 3 1�1 12 1 1A� The produ
t C = AB of two matri
es A 2 Rm�n , B 2 Rn�p is the matrix in Rm�pwhose i; j elements are 
ij =Pnk=1 aikbkj.A = � 2 1 �11 2 5 �B =0� 1 �1 32 1 �4�3 1 0 1AAB = � 7 �2 2�10 6 �5 �� In denotes the n� n identity matrix with ones along its diagonal and zeros elsewhere.When the dimension is 
lear from 
ontext, we shall drop the subs
ript. For all A 2Rn�n , AIn = InA = A.� As a spe
ial 
ase, the produ
t of a matrix A in Rm�n and a ve
tor v 2 Rn is the ve
torw = Av in Rm whose ith 
omponent is Pnj=1 aijvj .A = � 2 1 �11 2 5 � v = 0� 3�21 1AAv = � 34 �1



Linear independen
e and rank� A set of ve
tor v1; : : : ; vp in Rn is linearly dependent if there are real numbers 
1; : : : ; 
p,not all zero, su
h that 
1v1 + 
2v2 + � � �+ 
pvp = 0:If a set is not linearly dependent then it is linearly independent.Linearly dependent : v1 = 0� 110 1A v2 = 0� 0�11 1A v3 = 0� 101 1Av1 + v2 � v3 = 0:Linearly independent : w1 = 0� 110 1Aw2 = 0� 011 1Aw3 = 0� 101 1A :� The ve
tors v1; : : : vp is said to span Rn if every ve
tor in Rn 
an be written as a linear
ombination of v1; : : : ; vp. In the above example w1; w2; w3 span R3 .� A basis for Rn is a set of linearly independent ve
tors that spans Rn . It is a fundamentalfa
t of linear algebra that all bases 
ontain the same number of elements (n in the 
aseof Rn). This number is the dimension of the spa
e. Above, w1; w2; w3 form a basi
 forR3 .� The 
olumn rank of a matrix A 2 Rm�n , 
r(A), is the size of the largest set of linearlyindependent 
olumns that 
an be 
hosen from the matrix. The row rank rr(A) isde�ned in the same way.� Obviously 
r(A) � n and rr(A) � m. In fa
t, the row and 
olumn rank of a matrix arealways equal so rank(A) = 
r(A) = rr(A) � min(m;n).A = � 2 1 �11 2 5 � rank(A) = 2:B = 0� 1 0 11 1 00 1 1 1A rank(B) = 3:Determinants and Tra
es� The tra
e of a matrix A 2 Rn�n is the sum of its diagonal elements.A = 0� 1 �1 32 1 �4�3 1 0 1A ; tra
e(A) = 2� The determinant of a 2� 2 matrixA = � a11 a12a21 a22 �is det(A) = a11a22 � a21a12. 2



� For an n� n matrix A, Aij denotes the matrix obtained by removing the ith row andjth 
olumn of A. (Aij is n� 1� n� 1).� For A 2 Rn�n det(A) is given bydet(A) = a11det(A11)� a12det(A12) + a13det(A13) � � � + (�1)n+1a1ndet(A1n):A = 0� 1 �1 32 1 �4�3 1 0 1Adet(A) = 1det� 1 �41 0 �� (�1)det� 2 �4�3 0 �+ 3det� 2 1�3 1 � = 7Inverses� A in Rn�n is invertible if there is a matrix A�1 in Rn�n satisfying AA�1 = A�1A = I.� A is invertible if and only if rank(A) = n.� A is invertible if and only if det(A) 6= 0.� A is invertible if and only if the only ve
tor satisfying Av = 0 is v = 0.� A key fa
t is that for A;B 2 Rn�n , det(AB) = det(A)det(B).Eigenvalues and Eigenve
tors� If Ax = �x for some non-zero ve
tor x 2 C n and some � 2 C , then x is an eigenve
torof A 
orresponding to the eigenvalue �.� 1 22 1 �� 11 � = 3� 11 �Eigenvalue = 3, Eigenve
tor � 11 �.� If A is real then for every real eigenvalue there is at least one real eigenve
tor.� � is an eigenvalue of A if and only if it satis�es det(A� �I) = 0.� A 2 Rn�n has n eigenvalues in C , whi
h need not all be distin
t. The number of times� o

urs as a root of det(A � tI) = 0 is the algebrai
 multipli
ity of �. The set of alleigenvalues of A is the spe
trum of A and is denoted �(A).� The spa
e of all ve
tors v 2 C n satisfying Av = �v is the �-eigenspa
e of A. Thedimension of this spa
e is the geometri
 multipli
ity of �.� If �1; : : : ; �n are the eigenvalues of A 2 Rn�n (
ounting multipli
ities so some may berepeated) then det(A) = �1�2 � � � �n and tra
e(A) = �1 + �2 + � � � + �n.3



� If B = SAS�1 for an invertible S 2 Rn�n , then B and A are said to be similar. In this
ase, det(A) = det(B), tra
e(A) = tra
e(B) and �(A) = �(B).Some spe
ial 
lasses of matri
es� D 2 Rn�n is diagonal if dij = 0 when i 6= j. The eigenvalues of a diagonal matrix aresimply the elements along the diagonal.� U 2 Rn�n is upper triangular if tij = 0 when i > j. L is lower triangular if lij = 0when i < j. The eigenvalues of a triangular matrix are given by its diagonal elements.� A matrix A 2 Rn�n is symmetri
 if ST = S. All of the eigenvalues of symmetri
matri
es are real. A 2 C n�n is Hermitian if A� = A where A� is �AT . As with realsymmetri
 matri
es, all eigenvalues of a Hermitian matrix are real.� O 2 Rn�n is orthogonal if OOT = I.� If A 2 Rn�n is symmetri
 then there is an orthogonal matrix O 2 Rn�n and a diagonalmatrix D 2 Rn�n su
h that A = ODOT .
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