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ABSTRACT
Aggregating multiple 802.11 Access Point (AP) backhauls
using a single-radio WLAN card has been considered as a
way of bypassing the backhaul capacity limit. However, cur-
rent AP aggregation solutions greedily maximize the indi-
vidual station throughput without taking fairness into ac-
count. This can lead to grossly unfair throughput distribu-
tions, which can discourage user participation and severely
limit commercial deployability.

Motivated by this problem, we present THEMIS, a single-
radio station that performs multi-AP backhaul aggregation
in a fair and distributed way, without requiring any change
in the network. We implement THEMIS on commodity
hardware, evaluate it extensively through controlled exper-
imental tests, and validate it in a deployment spanning 3
floors of a multistory building. THEMIS is being used in
a commercial trial by a major broadband provider to its
customers.

Categories and Subject Descriptors
C.2.5 [Computer Communication Networks]: Local and
Wide-Area Networks—Access schemes; C.2.1 [Computer
Communication Networks]: Network Architecture and
Design—Wireless communication

General Terms
Design, Experimentation, Performance

1. INTRODUCTION
In urban environments, residential users can potentially

see multiple 802.11 APs in range with high quality [1], usu-
ally connected to broadband links. As the speeds of 802.11
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WLAN are typically an order of magnitude higher than
those of standard broadband connections, one can use a
single 802.11 wireless card to aggregate the bandwidth of
multiple AP backhauls in range by virtualizing the card and
cycling over the APs in a TDMA fashion. The result of such
multi-AP aggregation scheme is that stations will connect to
several APs in range and share their backhaul connections.

In that scenario, using an aggregation scheme like Fat-
VAP [2], where stations greedily maximize their individual
throughput, may lead to severe unfair situations. Fairness
is important because it can impact individual users perfor-
mance and reduce its applicability on a commercial setting.
For example, a station that is unluckily located in an area
with only one AP in range, can see its throughput signifi-
cantly lowered by other stations sharing the same AP, even
if those stations could get spare bandwidth from other APs.
This is what we call topology unfairness. We argue that
providing a fair distribution of throughput even in such het-
erogeneous situations is crucial to maintain a certain level of
service across all users. Without some form of fairness, the
perceived value of the system is severely reduced, and users
will not participate.

Other unfairness situations also exist. For instance, sta-
tions using applications with many TCP flows, such as P2P,
can severely affect the performance of other stations run-
ning single-flow applications such as Web downloads. We
call this situation flow distribution unfairness, and can re-
sult in some stations obtaining much less throughput than
what they would obtain without sharing.

Another example of unfairness could appear in a scenario
where customers with different subscription plans share their
broadband links. For instance, fast broadband customers
(that pay more than slow broadband customers), should ob-
tain a greater share of the spare backhaul capacity. If this
is not enforced, customers may be inclined to buy slower
(and cheaper) broadband connections and free-ride on their
neighbors’ spare bandwidth. This is a typical“tragedy of the
commons” example: people tend to over-exploit the shared
resource by minimizing their contribution (their broadband
contracted speed), ultimately cannibalizing the shared re-
source. Moreover, this eliminates the incentive of an ISP
to deploy the sharing system, because it threats its business
model. We call this billing unfairness (Section 2).

The above fairness scenarios can have a dramatic im-
pact on the deployability of various multi-AP aggregation
schemes including: a) community-based sharing schemes
(e.g. FON [3], Wi-Sh [4]), b) Telco-managed sharing schemes
where residential WiFi gateways are shared across all users
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Figure 1: Unfairness for users with different AP con-
nectivity.

that subscribe to the service, and c) commercial AP aggre-
gation scenarios (e.g. airport hotspots). Moreover, existing
aggregation schemes such as FatVAP [2] and VirtualWiFi [5]
are not designed with fairness in mind, and hence cannot be
directly applied to the above scenarios.

Motivated by these problems, we introduce THEMIS1,
a single-radio station that fairly aggregates the backhaul
bandwidths of several APs. We extensively evaluate THEMIS
in controlled scenarios, and show that it provides a fair dis-
tribution of the available backhaul bandwidth among users
(Section 4). Finally, we validated THEMIS by emulating
a typical urban neighborhood environment consisting of a
setting of 10 commercial ADSLs with their correspondent
802.11g APs over 3 consecutive floors of a multistory build-
ing (Section 5).

2. FAIR WIRELESS BACKHAUL AGGRE-
GATION

Let us consider the multi-AP backhaul aggregation system
depicted in Fig. 3, where single-radio 802.11 stations simul-
taneously connect to one or more APs. In this scenario, the
AP backhaul bandwidth of the APs is shared among the
stations. Next we will give some illustrative examples which
show the need for fairness and how greedy schemes, such
as [2], fail.
Topology unfairness. Consider the experiment2 depicted
in Fig. 1(a), where stations A and B share 3 APs, each of
them having a 5 Mbps backhaul. The wireless speed from
each station to the three APs is 20 Mbps. However, because
of its location, station B has only two APs in range, while
station A can reliably connect to all the APs. A fair distri-
bution of the aggregated AP backhaul would assign half of
the backhaul capacity — 7.5 Mbps — to each station. Us-
ing a throughput maximization scheme as in [2], station B
obtains 5 Mbps, almost half of the throughput of station A,
which obtains more than 9 Mbps due to its better location
(Fig. 1(b)).
Flow distribution unfairness. Consider now the exper-
iment in Fig. 2(a), where stations A and B connect to two
APs with 5 Mbps backhauls. The wireless speed between the
stations and the APs is 20 Mbps. Station B starts one down-

1THEMIS is the Greek goddess of Justice, usually portrayed
as an impassive blindfolded woman, holding scales outside a
courthouse.
2All the tests and validations in this paper are performed ex-
perimentally on realistic scenarios. See Section 4 for details
about the experimental setup.
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Figure 2: Unfairness for users with different number
of flows.

load per AP, each using a single TCP flow. Station A, on
the other hand, starts one download per AP, but each using
10 TCP flows. The experiment is set up to guarantee that
the flows are not limited by the end-to-end connection, i.e.
the bottleneck is in the AP backhaul. In this scenario, a fair
distribution of the AP backhaul would result in each station
receiving 5 Mbps. However, if the stations aim to maxi-
mize their individual aggregate throughput without taking
fairness into account as in [2], the result is a gross unfair dis-
tribution of the bandwidth, with station A receiving almost
9 Mbps, most of the aggregated bandwidth, while station
B receives less than 1 Mbps (Fig. 2(b)). A similar scenario
could be shown for the case of billing unfairness.

The above examples clearly illustrate the need to provide
a fairness mechanism for the multi-AP backhaul aggregation
scheme. However, it is important to agree on some notion
of fairness, since each one could have different design impli-
cations and trade-offs. We discuss this in detail next.

2.1 What Kind of Fairness?
In order to address the unfairness situations described

above, we start by describing our fairness requirements. First
we would like to ensure that fairness is achieved at the level
of the station’s total received throughput, as opposed to in-
dividual flows or packet level fairness (per-station fair-
ness). Second, we would like to ensure that users with
better subscription plans (e.g. faster broadband links) ob-
tain greater share of the aggregated AP backhaul bandwidth
than users with cheaper subscription plans. Thus, in the
examples above the throughput should be obtained propor-
tionally to their priority (weighted fairness). Third, fair-
ness should be enforced across all shared APs, and not just
at the single AP level to ensure a fair global throughput
allocation (across-AP fairness). Fourth, we want to pro-
vide a fairness scheme that is efficient in terms of network
utilization and strikes a good balance between fairness and
throughput (efficient fairness). And finally, we would like
to provide a fairness scheme that is stable and has good
convergence properties (stable fairness). Furthermore, in
order to facilitate a wide adoption, we want to minimize the
impact on the existing network infrastructure.

There are different reasons why the above requirements
cannot be achieved using existing network technologies. For
instance, in infrastructure mode, 802.11 does not provide
per-station fairness because its downlink behavior is largely
dominated by its FIFO packet-level scheduler [6]. TCP, on
the other hand, only provides per-flow fairness among com-
peting downlink flows, which is in fact the cause of the flow
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Figure 3: Multi-AP aggregation scenario.

distribution unfairness [7]. Even if one would manage to im-
plement some fairness mechanism at the individual AP level
(for example changing the FIFO behavior or introducing
some clever time-based scheduler [8]), this would not result
in across-AP fairness without the use of explicit signaling
among the APs.

Our Choice of Fairness
In wireless systems, it is well known that fairness and through-
put are often at odds [9]. For instance, imagine a scenario
where two stations are sharing a wireless medium, and their
wireless speeds are at a ratio of 10:1. A throughput optimal
allocation would only allow the fast station to transmit, be-
cause every time slot devoted to the slow station would be
wasted in low speed, losing the chance of a fast transmis-
sion. At the other extreme, a max-min fair allocation (e.g.
one that maximizes the minimum of all station throughputs)
would equalize the throughput transmitted by both stations.
This allows the slow station to transmit most of the time,
causing performance anomaly [9], that severely reduces the
overall throughput.

Proportional fairness lies in the middle of the two ex-
tremes, providing a good compromise between fairness and
efficiency (e.g. in [10]). It also achieves a good trade-off in
terms of convergence and stability as shown in [11]. Finally,
it allows for weighted fairness formulation. Weighted pro-
portional fairness meets our efficient, stable and weighted
requirements.

To comply with the other two requirements (per station
and across-AP fairness), we cannot rely on existing formu-
lations such as those in [2]. In fact [2] uses a knapsack
scheduler that maximizes the individual station’s through-
put, and does not consider how the aggregate throughput
is partitioned across stations. As a result, we need a new
formulation that takes this problem into consideration. We
describe it next.

2.2 Fairness Formulation
Recall the scenario depicted in Fig. 3. Let S be the set of

stations and A the set of APs. Denote Tik as the throughput
sent from APi to station k. And let yk =

∑
i∈A Tik denote

the total throughput received by station k. Let U(·) be
a differentiable, strictly concave, increasing function which
represents the utility at every station as a function of the
received throughput. We model the fairness problem as3

3For simplicity, and given that current residential traffic is
heavily biased towards downloads, our formulation only con-

max
∑

k∈S

U(yk) (1)

s. t.
∑

k∈S

Tik ≤ bi, ∀i ∈ A, (2)

∑

i∈A,wik>0

Tik

wik
≤ 1,∀k ∈ S , (3)

Tik ≥ 0, ∀i ∈ A,∀k ∈ S , (4)

where wik is the wireless capacity4 at which station k can
receive from APi, that takes into account the interference
from other clients connected to that AP, and bi is the back-
haul capacity of APi.

Eq. (2) is the AP backhaul capacity constraint, and en-
sures that the total traffic traversing the APi backhaul does
not exceed the backhaul capacity bi. Eq. (3) corresponds
to the station k wireless capacity constraint, and guarantees
that the total traffic received by station k does not exceed
the total capacity of its wireless interface. Finally (4) forces
the values Tik to be positive.

Note that there exists an additional constraint not in-
cluded in the formulation, corresponding to the AP wireless
capacity constraint, namely

∑
k∈S

Tik
wik

≤ 1,∀i ∈ A. This
constraint ensures that the maximum capacity of the wire-
less interface at APi is not exceeded. However, we verified
analytically that this constraint may be violated only in the
extreme cases of clients severely limited by the wireless. We
avoid this situation by preventing stations from connecting
to APs if their signal-to-noise ratio (SNR) is very low. This
makes sense, as a multi-AP aggregation scheme is only use-
ful if the speed of WLAN is greater than the speed of the
AP backhaul.

Finally, as described in Section 2.1, we choose a weighted
proportionally fair utility function U(yk) = Kk·log yk, where
Kk represents the relative priority of user k (for example,
a value linearly dependent to the AP backhaul bandwidth
owned by user k). If all the users have the same priority we
use Kk = 1.

Decomposition and Interpretation
As described in [11], the solution of the above optimization
problem can be obtained via the primal-dual formulation
using a gradient descent algorithm. From there we derive
the following optimal rate update rule

Tik = T̂ik + α
(
U ′(yk)− pi − qik

)
, (5)

where T̂ik is the bandwidth request in the previous step of
the algorithm, U ′(yk) is the derivative of the utility function
evaluated at the current throughput received by the station
yk, and α is the step size of the rate update algorithm5.
The quantities pi and qik are the prices corresponding to

siders downlink traffic. However an equivalent formulation
can be designed for uplink traffic.
4Note that wik = 0 if station k does not connect to APi.
5When using proportional fairness, and in order to reduce
oscillations as suggested by [12], we use α = α′yk, with α′

the new step size.
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constraints (2) and (3) respectively, calculated as follows

pi =

[
p̂i −

δ
bi

(
λbi −

∑

k∈S

Tik

)]+

, (6)

qik =

[
q̂ik − γ

wik

(
µ−

∑

i∈A

Tik

wik

)]+

, (7)

where p̂i, q̂ik are the prices obtained in the previous step of
the algorithm, and δ and γ are the step sizes of the price up-
date algorithm. In order to improve the network utilization,
and as suggested in [12], we normalize the price step size by
the link capacities to favor good links. Finally λ, µ ≤ 1 are
the congestion thresholds and (x)+ = max(x, 0).

The price pi in (6) represents the level of congestion on
the backhaul of APi, and it is a linear function of its avail-
able bandwidth. Similarly, qik in (7) represents the level of
congestion on the wireless link from station k to APi, and it
is a function of the available card time at the station6. As
congestion increases, the respective prices will increase and
the throughput demand Tik of station k through APi will
decrease according to (5).

The values λ and µ are the congestion thresholds, i.e. re-
spectively the level of utilization of theAPi backhaul and the
wireless radio-interface of station k that will trigger the al-
gorithm congestion control. When that happens, the prices
pi and qik increase, prompting the throughput requests for
their respective paths to decrease7.

In order to distributedly solve the optimization problem
in (1), each station has to periodically obtain the prices (6)
and (7) for its links, and then update its rates following
(5). However, implementing this algorithm locally at each
station without sharing information with the APs and/or
other stations has the following challenges:

• once the values Tik in (5) are obtained at station k, those
rates need to be enforced at APi (Section 3.1).

• in order to calculate the prices pi in (6) and qik in (7), each
station k needs to obtain the values of bi and Tij j &= k,
which are not directly available at the station. Moreover
each station k needs to accurately know the wireless ca-
pacity wik of each APi (Section 3.2).

• a single-radio station has to manage the communication
with multiple APs on independent radio frequencies. And
it has to do it efficiently and using standard-compliant
802.11 (Section 3.3).

Addressing the above challenges in a real system requires
careful design and implementation, which we describe next.

3. THEMIS
THEMIS is a single-radio wireless station based on the

MadWiFi 0.9.4 driver [13] and the Click modular router 1.6.0
[14], that connects to multiple APs and aggregates their

6The time that the card is not being used for transmitting
or receiving.
7The values of the congestion thresholds represent a perfor-
mance threshold: the closer to 1 the better if for the network
utilization, but the worse is for the short-term fairness of the
algorithm.

t
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Figure 4: Time-division access to multiple APs.

backhaul bandwidth. As shown in Fig. 4, THEMIS com-
municates separately to APs at different radio-frequencies
using Time-Division Multiple Access (TDMA). Once con-
nected to one AP, THEMIS transmits and receives traffic
according to the 802.11 DCF protocol. The amount of time
spent on APi is denoted duty cycle fi. The constant time
T that THEMIS takes to perform a standard TDMA cycle
is called wireless period. THEMIS will use any spare duty
cycle to do other operations such as AP scanning or saving
energy.

3.1 Scheduler
Let us consider a THEMIS station running the optimiza-

tion algorithm in (1), and calculating the request rate to
APi to be Tik in (5). In principle, in order to collect the
bandwidth Tik from APi, station k needs to connect to APi

during a duty cycle fik = Tik/wik, where wik is the wireless
capacity from APi to station k. By reducing the time spent
on APi, the duty cycle fik effectively acts as a gauge that
limits the amount of bandwidth that can be received from
the AP. As a consequence, TCP flows adjust their transmis-
sion rate to meet the request Tik.

There are cases where station k does not receive the ex-
pected traffic Tik during the duty cycle fik. There are vari-
ous reasons for this discrepancy: wireless losses, congestion
in the AP queue, CSMA contention delays in the wireless
links, etc. We introduce a correction factor σik = Tik/xik

to account for the deviation between the expected received
traffic Tik and the actual traffic xik received by station k
from APi during the selected duty cycle fik. As a result,
THEMIS connects to APi for

fik = σik
Tik

wik
+ ci, (8)

where σik is the correction factor, and ci is the overhead of
switching from one AP to the next (see Section 3.3). Note
that after applying the correction factor it may happen that
the corrected duty cycles exceed the allowed time, violating
the station k wireless capacity constraint, i.e.,

∑
i∈A fik > 1.

In that case we distribute the wireless period proportionally
among the links as described in the Appendix.

3.2 Estimators
The calculation of the duty cycle fik in (8) at station k

for a given APi and the update of the prices pi and qik in
(6) and (7) require the following information:

• the utilization rate βi =
∑

k∈S Tik of the APi backhaul;

• the wireless capacity wik, that determines the maximum
transmission rate of the wireless link; and

• the AP backhaul capacity bi, that measures the maximum
speed at which the APi backhaul can send traffic.
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A straightforward way to obtain those values would be to in-
troduce new signaling to exchange this information between
the APs and the stations. However, that would introduce
extra overhead, and would also require modifying (or replac-
ing) the existing AP installed base. To avoid it, THEMIS
estimates these values locally. Note that it is important to
achieve high accuracy on the estimations, because wrong
estimations would affect the performance of the scheduler.
This is a hard problem because:

• AP backhaul : the AP backhaul is shared with other sta-
tions and any measure of the APi utilization rate βi and
capacity bi must be done in the limited slice of time fik ·T
that station k dedicates to APi.

• wireless link : the wireless capacity of one AP has to be
measured while the AP transmits in saturation. This is
not guaranteed because the wireless link is usually not the
bottleneck of the end-to-end communication.

We next describe how THEMIS estimates these values.

Utilization Rate of the AP Backhaul
The estimation of the utilization rate βi of the AP backhaul
relies on the fact that every frame sent by an 802.11 AP car-
ries a MAC Sequence Number (SN) in the header. The SN
is a module 4095 integer incremented by the AP each time
a new frame is sent, and it is independent of the destina-
tion. THEMIS stations listen to the traffic sent by APi, and
store its SNs. By counting the SNs, the THEMIS station
knows the amount of packets traversing the APi backhaul8.
Note that this way of counting is robust to packet loss and
disconnection periods, as long as the stations do not miss
more than 4095 successful frames (retransmitted frames do
not increase the SN), which for an average 802.11 frame size
would correspond to seconds, an order of magnitude larger
than the THEMIS’ TDMA period9.

Formally, let us refer to Fig. 5. We denote SN i
1[First] and

SN i
M [Last] the MAC sequence number of the first and last

packet, respectively, sent by APi to any station, during a
window of time M ·T , where M is an integer equal or greater
than 1. Then, THEMIS derives the number of packets sent

8Here we assume that most of the 802.11 data traffic tra-
versed the AP backhaul, as it is often the case when using
802.11 in infrastructure mode.
9To increase the accuracy of the estimation, THEMIS op-
erates in promiscuous mode, thus accounting for the infor-
mation of the packets sent to other THEMIS stations. This
information is never encrypted and can always be retrieved,
even when the payload is encrypted.

from APi in the time M · T as:

N i =
(
SN i

M [Last]− SN i
1[First]

)
mod 4095.

Let us also denote E[Li] the average bit length per packet
at IP layer over all the packets received by station k when
it is connected to APi. We make the reasonable hypothe-
sis that E[Li] does not change between the connection and
disconnection time from APi. Finally, we calculate the APi

backhaul utilization rate as

βi =
E[Li] ·N i

M · T . (9)

Wireless Capacity
THEMIS measures the wireless capacity by calculating the
packet dispersion of frames directed to it when the AP is
transmitting in saturation. In order to detect saturation
periods, station k run-time senses the wireless channel oc-
cupancy, that is, the percentage of time that the channel
is busy, between two consecutive received packets. These
statistics are collected from specific 802.11 baseband regis-
ters, exposed by the NIC card. If the occupancy is above a
certain threshold (80% in our implementation), we define the
AP in saturation for that pair and store the packet length of
the second packet and the dispersion between the packets.
Then, referring to Fig. 5, wik is derived averaging over the
window of measure M · T as

wik =

∑M
j=1 Bj

∑M
j=1 T

i
j,SAT

, (10)

where Bj is the sum of the packet length in saturation sent
from APi to station k and T i

j,SAT is the sum of the disper-
sions when station k receives in saturation mode during the
j-th connection to APi. Note that wik takes into account the
existing interference, and depends on the current PHY rate
of APs and stations, the signal quality, and the performance
anomaly [9] during the measurement period.

AP Backhaul Capacity
Several Internet services can be used to estimate the AP
backhaul capacity bi

10, some of them also provided by ISPs
to their clients. Usually, a file coupled to a script is down-
loaded from a server. The script detects when the client has
completed the download and determines bi.

The server report may be hindered by the cross-traffic
rate of the packets (eventually) being sent through the same
APi backhaul to the other stations. THEMIS connects to a
capacity server, but instead of relying on the server report, it
calculates the peak reached by the utilization rate βi during
the connection time to the capacity server as

bi = max βi[l]
l=1,2,...L

,

where L represents the number of measures during the test
at the 1/(M ·T ) rate, and βi[l] denotes the smoothed average
of βi[l] after the l-th calculation.

3.3 Multiple APs Manager
In order to provide an efficient TDMA implementation

in THEMIS, the wireless driver on top of the single radio
interface is virtualized, i.e., it appears as independent Virtual

10See for example http://www.bandwidthplace.com or
http://www.speedtest.net.
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STAtions (VSTAi) associated to their respective APs. Each
VSTAi is responsible for managing the data communication
with APi and the related procedures such as association,
authentication and scanning. To prevent losses during the
TDMA operation, each THEMIS station k uses the 802.11
Power Save (PS) feature as follows (Fig. 6):

• During the active duty cycle, VSTA1 exchanges traffic ac-
cording to the 802.11 protocol, while the other VSTAs are
dormant in PS mode. During the PS time, both the AP1

and the station can only buffer packets [2,5,15].

• When the duty cycle expires, VSTA1 sends a frame to in-
form AP1 that it is going into PS mode. Once received the
MAC ACK, VSTA1 and AP1 start to buffer the packets
destined to each other.

• THEMIS assigns the control of the card to VSTA2 and
switches to the AP2 radio-frequency.

• VSTA2 sends a frame to AP2 to indicate that it is ready
to send/receive traffic, and awaits for the MAC ACK.

• The process continues until the station has cycled through
all the VSTAs. The spare duty cycle can be used for other
operations such as scanning or sleeping (see Fig. 4). The
station then restarts the TDMA cycle.

In order to minimize the switching cost ci in (8), THEMIS
achieves a fine-grained timing at MAC/PHY level, using the
following techniques:

• THEMIS introduces a MAC virtual queue per AP. This
allows to buffer packets in the MAC virtual queue, when
THEMIS is selecting some other AP.

• THEMIS efficiently manages a hardware buffer (common
to all the VSTAs) of one (1) data packet to quickly switch
among MAC virtual queues. This is a challenging task,
because short H/W queues cause inefficiencies that neg-
atively affect throughput (as a comparison, the original
MadWiFi driver sets the H/W queue size to 200)11.

• In order to switch the PS state, THEMIS piggybacks the
MAC PS bit on the header of the pending data on top of
the MAC virtual queue. THEMIS reverts to the classical
use of probes (as done in [2, 5]) in the rare event of not
having data packets ready for transmission.

11Packets in the hardware queue must be sent before the
end of the duty cycle assigned to the VSTA. This causes a
delay respect to the expected end of the duty cycle imposed
by the THEMIS scheduler. The efficient management of a
hardware buffer of size one minimizes any extra-delay.

With the techniques described above, THEMIS incurs in a
switching cost ci of about 1.2-1.5 ms, most of which (around
800 µsec) is spent in hardware radio-channel commutation.
This limited overhead, significantly less than [2,5], increases
the stability of the system by reducing the jitter in the
switching procedure. This enables a fine-grained selection
of duty cycles assigned by the scheduler even if the station
transmits in saturation mode, which is of particular impor-
tance for TCP traffic.

On top of the MAC implementation, THEMIS uses a flow
mapper to assign new TCP flows from the upper layers to
a specific VSTA. While we could use a more sophisticated
flow mapper, we employed a proportional based mapper as
in [2]: the amount of traffic rik assigned to APi maintains
the proportions of the bandwidth obtainable from each AP
and equal to rik=

fikwik∑
j fjkwjk

.

Finally, THEMIS implements a Reverse-NATmodule that
i) makes sure that the packets leave the station with the
correct source IP address (i.e. the one corresponding to the
outgoing VSTA, as assigned by the AP); and ii) presents a
consistent (dummy) IP address to the applications, provid-
ing IP transparency to higher layers.

4. VALIDATION
We evaluate THEMIS in an extensive set of tests. Our

findings show that

• the estimators described in Section 3.2 are accurate, and
stations do not need to request information from the net-
work.

• THEMIS achieves a fair sharing of the aggregate network
capacity among stations, while efficiently using the aggre-
gated network capacity.

In our experiments, the APs are off-the-shelf Linksys, run-
ning Linux DD-WRTv24 firmware. The stations are Linux
laptops, equipped with a single-radio Atheros-based wire-
less NIC. For every AP and station in the network, the
wireless multimedia extensions (WME) and the RTS/CTS
handshake are disabled. Any non-standard compliant 802.11
feature is also disabled, and H/W queues are set up with
802.11 best effort parameters.

4.1 Evaluation of THEMIS Estimators
We first verify the accuracy of the estimators used by

THEMIS. We start studying the estimation of the back-
haul utilization rate βi in a test where 3 THEMIS stations
download HTTP files using 3 Mbps lines. Stations are con-
nected to the AP using a fixed connection time of 25 ms
over a period of 100 ms. Stations are not synchronized,
and they connect to the corresponding APs at independent
times. Consequently, stations can only observe a fraction of
the traffic load sent to other stations. Moreover, because of
the wireless nature, they may not receive some packets sent
to other stations, missing information such as the sequence
number SN and packet length Li needed by the estimator
in (9).

In this configuration, we compare the estimations of the
backhaul utilization rate over the time at each THEMIS sta-
tion with the actual rate measured at the AP. The results
in Fig. 7 show that all stations obtain a very accurate esti-
mation.
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We next evaluate the THEMIS’ wireless capacity estima-
tor described in Section 3.2. In the test, the THEMIS station
connects to an AP with a duty cycle of 25 ms over a period
of 100 ms, and performs several HTTP downloads from dif-
ferent Internet servers. Fig. 8 shows the estimation of wik in
a period of 4 minutes. THEMIS estimator gives a good ap-
proximation (around 13.7 Mbps) of the speed reported with
a downlink Iperf test from a server located in the same LAN
of the AP.

Estimators of wik are also proposed in [2, 16]. However,
these estimators are based on the time needed to transmit
a packet from the 802.11 station, and so they better repre-
sent uplink speeds rather than downlink. This can result in
severe errors in the estimation of the downlink wireless ca-
pacity. As an example, Fig. 8 shows the performance of the
estimator in [2] for the same scenario, and we observe that it
under-estimates the wireless capacity. In fact, a high down-
link speed will cause a long air-time before transmitting a
packet in uplink, that translates in a low (and erroneous)
downlink wireless capacity estimation.

4.2 System Evaluation
We now evaluate the system implementation of THEMIS

through different tests. For every scenario, we run five tests
of 1800 secs and plot the average results obtained. We
choose such a configuration to verify that results are stable
in time and across different tests. To achieve independent
tests, stations are configured so that the THEMIS estima-
tors are reset after each test. For the transport layer, we use
Linux standard TCP Reno with SACK and delayed ACK
option enabled and we emulate the AP backhaul capacities
using the tc Linux traffic shaper. Unless otherwise stated:
i) we open a TCP flow per AP using iperf, ii) the AP back-
haul capacity is known at each station k, while the ADSLs

station A station B

802.11 Legacy 0.45 Mbps 6.24 Mbps

THEMIS 3.15 Mbps (f=0.19) 3.40 Mbps (f=0.15)

Table 1: Two stations connected to one AP.

utilization rates {βik}, and the wireless capacities {wik} are
estimated at THEMIS station k as described in Section 3.2.

THEMIS Parameters
Selecting the appropriate wireless period represents a com-
plex trade-off. On one side, switching among APs introduces
overhead, so selecting long wireless periods is more efficient.
However, long periods affect TCP performance because they
artificially increase the end-to-end delay. On the other hand,
short periods reduce the disconnection time from the APs in
PS mode, and prevent TCP from timing-out, but are more
inefficient. As a good balance, we select a wireless period T
of 100 ms. The scheduler and estimators are updated every
20 ·T = 2 seconds. We also impose that the time of connec-
tion to each AP is at least equal to the switching cost plus
2 ms (that gives a minimum duty cycle fi ≥ 0.03).

The values of α (5), δ (6) and γ (7) have been selected
based on extensive simulations, with values that provide a
good trade-off between convergence and stability. Similarly,
we choose the congestion thresholds for the AP backhaul
and the wireless capacity to be λ=0.95 and µ=0.95 respec-
tively. A more detailed sensitivity analysis of the parameters
falls outside the scope of this paper.

Two Stations Connected to One AP
We first consider the configuration where two stations are
connected to the same AP (802.11 legacy operation). In the
test, we consider that both stations receive traffic from the
AP at a downlink wireless rate of about w1=20-22 Mbps and
are connected to an AP backhaul of b1=7 Mbps12. We also
consider that station A opens one TCP flow per AP while
station B opens 10 TCP flows per AP.

The results are summarized in Table 1. With legacy 802.11,
station B uses most of the backhaul capacity with an aver-
age received throughput of 6.24 Mbps while station A starves
at 0.45 Mbps, at a throughput more than 13 times smaller
than station A. On the other hand, each THEMIS station
connects for a limited percentage of card time on each AP
to collect the requested bandwidth T1k. The result is that
station B — that opens more flows — connects less time
than station A, i.e. 14% versus 19% of their time, and then
for just a few ms of the entire wireless period. Indeed sta-
tion B needs in average less time to achieve the bandwidth
from the AP, because it is less affected by the TCP’s saw-
tooth behavior of each flow. As a result, stations A and B
obtain similar throughput (3.15 Mbps vs 3.40 Mbps), with
a network utilization of 6.55 Mbps instead of 6.69 Mbps, a
consequence of the THEMIS congestion control.

12This is the AP backhaul capacity, and hence the actual
speed available for TCP traffic may be lower. In fact, be-
cause of TCP’s sawtooth behaviour, not all the available
bandwidth at the bottleneck may be used at any time. The
bandwidth utilization per path can increase establishing
more than one TCP connection over each AP.
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AP1 AP2

Capacity b1=5 Mbps b2=5 Mbps b2=2.73 Mbps

Duty Cycle 0.25 0.71 0.67

Throughput 4.74 Mbps 2.43 Mbps 2.21 Mbps

Table 2: Connection to two APs, one wireless bot-
tleneck.

One Station Connected to Multiple APs
In these tests we evaluate the efficiency in terms of network
utilization with one THEMIS station connected to multiple
APs. Let us first consider the case where the throughput
is not limited by the wireless card speed on any of the con-
nections, i.e. the expected result is to completely utilize the
available backhaul capacity of the APs.

Consider station A is associated to 3 APs, at a down-
link wireless rate of about w1=w2=w3=20 Mbps and is con-
nected to AP backhauls of b1=5 Mbps, b2=1 Mbps and
b3=10Mbps respectively, with a total bandwidth of 16 Mbps.
As we can see in Fig. 9, the duty cycles converge to stable
range of values. THEMIS spends most of the time on the
best network path (via AP3) and less time on the worst
network path (via AP2). This results in a total aggregated
throughput of 15.05 Mbps, that is with an average utiliza-
tion of 94% of the network aggregated capacity, as we expect
from the setting of λ=0.95.

We then consider a scenario where a THEMIS station con-
nects to two APs, and is limited by the wireless speed on one
link. In the test, a THEMIS station measures a downlink
wireless capacity of w1=20.74 Mbps on AP1 and w2=2.73
Mbps on AP2 and is connected to AP backhauls of 5 Mbps
each, bottlenecked by the wireless on path 2.

Results are summarized in Table 2. We consider two set-
tings: first, the ideal case where the AP backhaul capacities
are correctly estimated at 5 Mbps, and second, the most
realistic scenario where the estimation of the AP backhaul
capacity of the path limited by wireless (path 2) is bottle-
necked by the wireless capacity b2=w2=2.73 Mbps.

In the first case, THEMIS spends f1=0.25 on the path
with higher wireless speed, obtaining a throughput of 4.74
Mbps. The rest of the time it is spent in the path limited by
the wireless link (f2=0.71), where it achieves a throughput
of 2.43 Mbps (for an aggregated 7.17 Mbps). Note that
a small time (f=1-0.25-0.71=0.04) is used by THEMIS to
detect card time congestions as shown in (7).

In the second case, the throughput achieved on path 2
slightly reduces to 2.21 Mbps, with a sub-utilization of the
path of 2.43-2.21=0.21 Mbps. In fact, a smaller (and wrong)
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Figure 10: 3 THEMIS stations sharing 3 APs.

AP backhaul capacity estimation causes a higher AP back-
haul price p2 on the link, that in turn causes the station to
request less throughput on this connection according to (5).
This translates in a smaller duty cycle f2=0.67 rather than
0.74, that in turns reduces the bandwidth received on this
path.

In both tests, THEMIS makes an efficient usage of the
network: the overall throughput is higher than the one ob-
tained being connected 100% of the time to AP1 (at most 5
Mbps) or to AP2 (at most w2=2.73 Mbps).

Multiple Stations Connected to Multiple APs
We evaluate the fairness and the network utilization effi-
ciency, when different stations are connected to multiple
APs. First, we analyze the case of 3 THEMIS stations, in
the scenario in Fig. 10(a), with 3 APs with backhaul speeds
of b1=7 Mbps, b2=3 Mbps and b3=2 Mbps respectively, re-
sulting in a total aggregated capacity of 12 Mbps. Given
that none of the stations is limited by the wireless links,
each station is expected to get an average aggregated speed
close to 12/3=4 Mbps, even if the stations share a different
number of APs.

This is demonstrated in Fig. 10(b): the 3 stations obtain
a fair share of the aggregate AP backhaul speed, averaging
3.80 Mbps, 3.89 Mbps and 3.75 Mbps on stations A, B and C,
respectively, for a total aggregate throughput of 11.44 Mbps,
again around the 95% of the overall available capacity.

Then we consider the scenario in Fig. 11(a), where station
B shares two AP backhauls with station A at wired speeds
of 5 and 1 Mbps, respectively. Station A can also connect to
a third AP (AP3) with a backhaul speed of 10 Mbps. Then,
station B can obtain at most 6 Mbps and can never reach
the 10 Mbps speed of AP3 backhaul.

The results in Fig. 11(b) show a total aggregate TCP
throughput of 9.88 Mbps on station A (with f1=0.08, f2=0.05
and f3=0.47), and 5.09 Mbps on station B (f1=0.28, f2=0.09).
Station A makes the fair decision, reducing the amount of
time connected to the shared APs as much as possible.

Stations With an Uneven Number of TCP Flows
Let us recall the flow distribution unfairness example shown
in Fig. 1(a) (Section 2) where two stations are sharing two
5 Mbps backhaul APs and use an uneven number of TCP
flows. Fig. 12 shows that THEMIS is able to guarantee a fair
share of the aggregated backhaul capacity to each station.

Stations With Different Priorities
Consider the same scenario as before, where now station
A and station B happen to be roaming and sharing two 5
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Figure 11: Two stations sharing partially overlap-
ping sets of APs where station B cannot obtain the
throughput obtained by station A.
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using THEMIS.

Mbps AP backhauls. Let us consider that station A belongs
to a user that has higher priority than the user of station B.
For sake of illustration, we suppose that THEMIS applies
weighted proportional fairness using KA = 4 and KB = 1.
Therefore, it is expected that station A obtains KA/(KA +
KB) = 0.8 of the total bandwidth while station B obtains
the remaining KB/(KA+KB) = 0.2. The experiments show
that THEMIS stations obtain a throughput of 7.64 Mbps for
station A and 2.0 Mbps for station B.

5. THEMIS IN THE WILD
In order to test the scalability of THEMIS, we deploy a

realistic testbed spanning three floors of a multistory build-
ing. The network consists of 10 commercial ADSLs with
their corresponding WLAN APs and 10 THEMIS stations,
i.e. the owners of each line. Nine of the ADSL lines have a
nominal capacity of 3 Mbps and one has a nominal capacity
of 1 Mbps. The APs are distributed every 80 square meters
to emulate the average residential flat size (see Fig. 13) and
are set to independent radio-frequencies in the 2.4 GHz ISM
band13.

In the bootstrap phase, the APs are selected based on a
passive analysis of the SNRs of the 802.11 AP beacons. Sta-
tions scan for the APs in range and start authenticating and
associating to the APs, starting with the ones with highest
SNR down to the ones with smaller SNR. THEMIS requires
a minimum SNR of 10dB to guarantee a stable reception at
1 Mbps PHY basic rate. In each test, automatic rate se-
lection is active in each THEMIS station, with independent
instances of the Minstrel rate selection algorithm [17] over
each wireless uplink.

13The channels optimization is out-of-the-scope of this paper.

Figure 13: Testbed deployment. APs and stations
have been deployed over 3 floors, ground floor (on
the left), mezzanine (in the middle), and first floor
(on the right). Each circle represents an AP, while
stations are placed nearby the APs, one station per
AP. Only stations A, B and C, relevant for some
experiments, are shown in the map. Obstacles, as
walls and desks are presented between all the AP
links.

5.1 Characterization
We measure the capacity of each link of the network (i.e.

the ADSLs and the 10× 10 wireless links). Our findings are
that the 3 Mbps lines offer a constant maximum speed of
2.65 Mbps and the 1 Mbps line offers 0.89 Mbps. Regarding
the wireless links, apart from the 10 “home” links where the
station is located nearby the AP, the SNR measured per
wireless link is consistently lower than 30 dB.

We then generate traffic from a server connected to the
APs via an 802.3 LAN, activating one AP-station link at a
time, with 5 minutes dedicated to each test. We calculate
the average throughput and the standard deviation for each
link. Then, we re-order the 10 links in descending order
per-station, based on the average throughput.

Results are reported in Fig. 14. Each station can receive
TCP traffic from at least 3 APs (and up to 5) at a speed
higher than 10 Mbps. The results show the feasibility of
aggregating the low-speed backhaul bandwidth of at least
three APs.

5.2 The Effect of Location
To show the effect of location, we perform a test in which

two stations (station A and station B as shown in Fig. 13)
initially share the same set of APs and are located a few
meters away from its “home” AP. For this test we use three
APs connected to 3 Mbps lines, hence, the total backhaul
capacity that station A and station B share is 2.65×3 = 7.95
Mbps. As a result, a fair share of the total bandwidth would
be 7.95/2 = 3.975 Mbps per station. Both stations perform
several HTTP downloads per AP during 2400 seconds. After
1200 seconds of test, station B moves to a second location
from which it can only be connected to two of the former
APs. As we do not implement IP mobility in our testbed, all
the connections of station B are dropped and started again
in the new location. As a consequence of the movement of
station B, the topology of the network changes and stations
observe an uneven AP backhaul capacity.

We run the test using a throughput maximization algo-
rithm as in FatVAP [2]14 (Fig. 15(a)), and using THEMIS

14We implemented the throughput maximization algorithm
according to the description in [2]. To provide a fair compar-
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Figure 14: Wireless link quality assessment.

(Fig. 15(b)). Results show that, when the network topology
is similar for both stations (they are both connected to 3 APs
at similar speed), using throughput maximization results in
a similar long-term performance for both stations, but with
no guarantee of short-term fairness. Moreover, when the
topology changes, station B is clearly penalized by its new
unlucky location obtaining 2.8 Mbps while station A obtains
4.8 Mbps.

On the other hand, THEMIS guarantees a fair share of
the backhaul capacity in both topologies, offering 3.5 Mbps
to each station. Note that when station B moves to the
new position, the PHY rate is quickly reduced because of
the lower signal strength, with THEMIS quickly converging
to a fair assignment of the backhaul capacity. Also note
that because the fairness mechanism relies on the congestion
thresholds λ and µ (Section 2.2), the network utilization is
slightly lower than the optimal.

5.3 Integrated Operations
We have shown via different deployments that THEMIS

is able to deal with the three types of unfairness that arise
when aggregating AP backhaul bandwidth. However, in a
real life scenario, these unfairness can take place at the same
time. Thus, we perform a test that evaluates THEMIS in
presence of a P2P station (station A), an unluckily located
station (station B) and a low priority station (station C).
The location of the stations is shown in Fig. 13. For this
test we use three APs, each with a 3 Mbps backhaul. The
P2P and the low priority stations are connected to 3 APs
while the unluckily located station is connected to 2 APs.
Given that the low priority station owns a 1 Mbps ADSL
while the others own a 3 Mbps ADSL line, the weights have
been set to KA = KB = 3 and KC = 1. In such experiment,
a fair system should be able to allocate the bandwidth pro-
portionally to the priority of the users.

At the beginning of the test, station A starts downloading
P2P traffic from the three APs. After 1200 seconds, station
B starts several HTTP downloads from the two APs it is
connected to. Finally after 1200 seconds more, station C
also starts HTTP traffic from the APs.

The result of using a throughput maximization algorithm
is shown in Fig. 16(a). It is noticeable that station A, due to
the high number of TCP flows opened by P2P applications,
obtains most of the backhaul capacity preventing station B
from obtaining its fair share of the bandwidth. Furthermore,
when station C starts its downloads, the absence of prior-

ison with THEMIS, we use the wireless capacity estimation
of THEMIS and the APs manager described in Section 3.3.
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Figure 15: Assessment of the topology unfairness in
the residential-like deployment.

ity among users further reduces the throughput obtained
by station B, introducing billing unfairness. Finally, since
station B and C achieve a similar throughput despite that
station B is unluckily located, the flow distribution unfair-
ness dominates over the topology unfairness.

The result of using THEMIS is shown in Fig. 16(b). When
the unluckily located station B starts its downloads after
1200 seconds, the wireless capacity measured at station A
over the shared APs is reduced because of the performance
anomaly [9]. However, the system quickly adapts: the wire-
less links with lower wireless capacity receive a higher wire-
less price qik and hence smaller throughput demand Tik and
dedicated duty cycle fik. A smaller duty cycle for both sta-
tions A and B means that the probability of being connected
to the same AP at the same time, and consequently the oc-
currence of performance anomaly, is reduced. Concluding,
THEMIS offers a fair share of the aggregated bandwidth to
both stations, while providing a high usage of the backhaul
bandwidth. Finally, when station C starts its downloads,
the priorities are preserved and stations A and B obtain a
greater share of the backhaul capacity.

6. RELATED WORK
In recent years Wi-Fi communities have attracted the at-

tention of both the research community and the wireless
industry because of the uptake of WLAN in residential ar-
eas. In this direction [3, 4, 18] propose to allow members of
the communities to share the backhaul bandwidth of their
WLAN APs. Among those, Wi-Sh [4] discusses the fairness
problems that can arise from sharing resources. However, it
does not consider the use of multiple APs to aggregate their
backhaul bandwidth.

Backhaul bandwidth aggregation has been explored in
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Figure 16: Test with the effect of the three types of
unfairness: station A uses P2P traffic, station B is
unluckily located (starts after 1200s) and station C
is a low priority station (starts after 2400s).

[19, 20], where stations connect to their home APs via eth-
ernet and to the remote APs using WLAN. However, they
do not connect to multiple APs via WiFi, so the number of
APs they can aggregate is limited by the number of physical
interfaces (ethernet and WiFi) available at the stations.

The idea of connecting to multiple APs through a single
radio was first shown in VirtualWiFi [5]. The authors rely
on the WLAN standard power saving (PS) mode to switch
among different Wi-Fi nodes in time division. Switching
among Wi-Fi nodes is transparent to the applications, but
at a high cost in time (30-600 ms). In fact, VirtualWiFi
implements the code on top of the driver card with a MAC
instance for connection.

Within the problem of single radio AP backhaul aggrega-
tion, the closest work is FatVAP [2]. The authors introduce
a scheduler to select the percentage of time to spend on each
AP to maximize the aggregate throughput at each station.
However [2] has a limited focus because it does not resolve
the unfairness across stations, and it only considers stations
connected to (strictly) more than one AP. Furthermore, the
local throughput maximization approach in [2] can not be
extended in order to take into account priority-based per-
station fairness. Compared to [2], THEMIS fairly aggregates
the AP backhaul bandwidth among the different THEMIS
stations, irrespectively of their location, link quality and
number of APs they have in range. Moreover, THEMIS
is able to adapt to different fairness objectives in order to
accommodate the different scenarios discussed in Section 1,
and it achieves this in a completely distributed manner. Fi-
nally, THEMIS implementation of the single-radio multi-AP
TDMA access is improved compared to [2, 5], reducing the

frequency switching overhead and increasing the accuracy
when selecting the amount of time that the station connects
to the different APs. This results in a more efficient opera-
tion and increased throughput.

Among other work, [21] introduces a support for a seam-
less hand-off between WLAN APs. In [15], standard solu-
tions have been exploited to increase the aggregate through-
put observed by a single station with respect to the design
in [2,5,21]. However, these works do not consider the prob-
lem of fairness.

Link-alike [22] tackles the problem of minimizing the up-
link total transfer time via multiple wireless links. How-
ever, the solution requires cooperation among the APs, with
802.11 APs transmitting and receiving at the same radio-
frequency, and a custom TCP protocol over the wireless link.

Several tools have been designed to estimate the avail-
able bandwidth along a network path. However, these tools
typically send active probes along a path and/or require
a cooperative implementation at both the sender and re-
ceiver [23,24].

There is little work on non-cooperative estimation of the
ADSL available bandwidth. Most notably ABwProbe [25]
and FAB-Probe [26] rely on the asymmetry of the ADSL
downlink capacity to send TCP ACK packets of different
sizes and receive small TCP RST packets from the TCP
client. Since the TCP RST is at fixed length, they cannot
estimate the available bandwidth from the client-side, as
done by THEMIS.

The estimation of the wireless capacity has been studied
with different levels of accuracy (see e.g. [2,27]). A compari-
son with the implementation of THEMIS has been provided
in Section 4.1. Our experimental evaluation has demon-
strated the robustness of THEMIS in realistic scenarios, un-
der MAC contention, adaptive PHY rates and performance
anomaly.

7. CONCLUSION AND FUTURE WORK
We have shown that fairness is a crucial factor for the suc-

cess of multi-AP aggregation schemes. Without fairness, the
perceived value of the system is severely reduced, eliminat-
ing the incentives of users to participate, and of providers
to deploy it. This effectively renders the scheme unfeasible.
In order to achieve fairness, existing multi-AP aggregation
systems that maximize the throughput of single users can-
not be extended. As a consequence a complete re-design of
the system is required.

To address this problem we introduced THEMIS, a single-
radio station implemented in commodity hardware that is
fair in a multi-AP aggregation scenario. THEMIS operates
locally at the station, using standard 802.11, without requir-
ing any change in the network. This makes THEMIS ready
to be deployed. In fact, THEMIS is being used by a major
broadband provider in a commercial trial.

There are several interesting lines to expand this work.
On the technical side, we plan to extend THEMIS to in-
clude uplink traffic in the formulation, and investigate the
impact and trade-offs that TDMA may have over the TCP
performance. From an architectural point of view, we are
currently exploring the use of THEMIS to design more power
efficient access networks. Finally, it would be interesting to
understand how THEMIS can be leveraged to perform ef-
ficient large-scale cellular data offloading, which appears to
be a difficult challenge for the years to come.
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APPENDIX
If after applying the correction factors in eq. (8), the result-
ing corrected duty cycles are such that

∑
i fik > 1, we apply

the following algorithm to distribute the spare duty cycle:

1. we first reduce the duty cycles for those stations that
overestimated it, i.e., we recalculate the adjusted duty
cycles f ′

ik as follows

f ′
ik =

{
σikfik if σik ≤ 1
fik otherwise

2. Once adjusted, if the demanded duty cycles exceeds the
capacity of the card, i.e.,

∑
i f

′
ik > 1, then we normalize

them f ′′
ik = f ′

ik/
∑

i f
′
ik. If, on the other hand, there is

spare time fsp = 1−
∑

i f
′
ik, we distribute it among the

links that need to increase their duty cycles (σik > 1)
proportionally to their needs as follows

f ′′
ik =

{
f ′
ik + fsp

σik∑
i σik

if σik > 1

f ′
ik otherwise

3. Each station uses the resulting values f ′′
ik.
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