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Abstract— In this paper we introduce a tractable analytic has a wired back-haul connection and communicates with
model of throughput performance for general 802.11 multi-top  the wireless clientd?,...13, via the wireless relay station
networks. We use this model to explore a number of fairness T(l)/,,,gl The latter denotes a single relay station with two

issues in 802.11 multi-hop networks that have a significantpact di Nod ints indicate the ch | db d
on performance and capacity for realistic traffic. Schemes sing radios. Node superscripts indicate the channel used by @.no

the functionality provided by 802.11e are proposed to mitigte Nodes!{,r operate on the same radio channel, orthogonal
this unfairness and their efficacy demonstrated. to that used by node#,i = 1,..,N, rZ. Suppose now

that the network carries two-way voice calls between client
stationsl?,i = 1, ..., N and back-haul gateway. Voice calls
|. INTRODUCTION are modeled as on-off 64Kbs trafficFigure 1(b) shows the

IEEE 802.11 technology has been enormously successfifoughput as the number of active voice calls is increased.
with wireless 802.11a/b/g edge networks becoming increade can see that when more than eight voice calls are active,
ingly pervasive. Much of the uptake of this technology hd§e throughput of the downstream calls begins to fall even
been confined to single-hop infrastructure mode situatitms though the upstream throughput continues to increase. It is
example in offices and DSL/wireless home networks. Multthe throttling of the downstream halves of the voice calls,
hop mesh networks based on 802.11 techn0|ogy do exrﬁlﬁher than the physical radio bandwidth, that limits the
often in the context of community WLANS, but their desigetwork voice call capacity as a call will be dropped once
and performance remain poorly understood. The analysis dhg loss rate of one half of the conversation becomes too
design of flexible, efficient and simple-to-use WLANs wittgreat. This behavior occurs because in 802.11 networks the

more than one hop remains a challenging problem. MAC layer contention mechanism allocates a roughly equal
Building on our previous work in [1], [2], in this pa- share of transmission opportunities to every wirelessostat
per we introduce a tractable analytic model of throughpihat is, the client stationg,i = 1,..., N have roughly the
performance for general 802.11 multi-hop networks. To o§&Mme number of transmission opportunities as the relaipstat
knowledge this is the first multi-hop analytic 802.11 modél;- However, the relay station is required to transmit the
that supports both finite loads and general multi-radio muldownstream part of\' voice calls whereas each client station
channel network topologies. We argue that consideration @ly transmits the upstream part of a single voice call. As th
finite load is essential in a mesh network context as (MUmber of calls is increased, the relay station is unableito w
relaying of traffic generally carries a contention and/ockea  Sufficient transmission opportunities to support all dotresm
loss overhead at each hop; thus even if stations at the fgalls. Although we consider a very simple multi-hop topglog
stage in a relay are saturated, stations at subsequens staéhis example, it is evident that this type of behaviour ban
are not. Modeling the scaling behavior of throughout witBXpected to be very common in general: all that is needeetis th
number of relay stages and with relay topology therefoRs€sence of one or more relay stages where flow aggregation
makes consideration of finite loads essential. (i) Realisttakes place.
traffic such as voice and web is low-rate and on/off: thus In summary, the contribution of this paper includes the
network performance with such traffic cannot be accurateligllowing:
modeled without consideration of finite loads. 1. The derivation of a finite-load Markov model of
We use this model to explore a number of fairness issues CSMA/CA throughput in general multi-hop/mesh net-
that arise at aggregation points in 802.11 multi-hop networ ~ work topologies. To our knowledge this is both the first
and that have a considerable impact on network performance finite-load mesh model and the first predictive CSMA/CA
and capacity. These fairness issues are a feature of th&1802. model for general multi-hop network topologies.
CSMAI/CS contention mechanism and are quite different in2. The demonstration of upstream/downstream unfairness
nature from the types of fairness issue previously discliBse induced by the 802.11 MAC at aggregation points in a
the context of general multi-hop wireless networks. relay backbone. We show that, in the context of voice
The following example illustrates one important form of  traffic, it is this unfairness that limits network capacity
802.11 unfairness. Consider the simple 802.11b multi-hop . _ .
Parameters for the voice calls are taken from [3]: 64kbp®fortraffic

network deplcted in Figure 1(a)' Here, wireless Statlén streams where the on and off periods are distributed withnniea seconds.

Traffic is two-way; the on period of an upstream call corregfoto the off
Work supported by Science Foundation Ireland grant IN322&. period of its downstream reply.
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Slot time, o 20
Propagation delay) 1
CWinin =320 640
DIFS (AIFS=0) 50
SIFS (Short Inter Frame Space) 10
PLCP Header @1Mbps 192

MAC Header 24 Bytes @1Mbps 17.5
CRC Header 4 Bytes @1Mbps | 2.9
IP Header 20 Bytes @11Mbps | 14.5

(@) Network topology MAC ACK 14 Bytes @11Mbps | 10
E; payload 80 Bytes @11Mbps 58.2
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" x | references) and changes to the 802.11 MAC to enhance
performance (e.g. see [8], [9], [10] and references). Ana-
lytic modeling of the throughput performance of the 802.11

o
N

throughput (Mbs)

05 1 CSMA/CA MAC in a multi-hop context has received relatively
A little attention. Sunet al. [11] consider the use of a single-

01r / — - NST [ hop saturated throughput model to support adaptive routing
. NS in multi-hop networks. Gaet al. [12] focus on the saturated

005 5 10 15 20 2 modeling of hidden node behavior in path and grid topolagies
Foonversatons Wanget al. [13] consider a simplified throughput model in a

random Poisson topology with saturated nodes. Barowtski
al. [14], [15] consider a finite load model of 802.11 in the
Fhig- 1-| _ hExag]opzlelft]; \?\?&Egate }hroughgu)t \‘;S_ numbflf(f of voids ffﬂrd context of single hop networks; the authors comment that the
the multi-hop . topology in (a). Voice packet® aransporte . S .

between!{ andi?,...,13, by noder{ /rg which denotes a relay station with mOdel is only for valid light loads (where aChleve_d throthp
two radios. Stations with superscriptuse an orthogonal radio channel toiS close to the offered load). The authors briefly mention
stations with superscrigt to avoid interferencelV.S simulation, 802.11 MAC  that this work can be extended to multi-hop networks by
parameters in Table I. specifying the offered load on a node and including a complex
gueueing component in the model but the resulting model is
not predictive (the offered relay load needs to be pre-$igelci

rather than radio bandwidth. at each node) and no analysis is presented.
3. We propose and analyse a simple scheme that uses

the flexibility provided by the new 802.1le standard
(specifically, TXOP and CWmin adjustment) to restore
fairness at relay aggregation points. The proposed schefeGeneral setup

is applicable to any mesh ne_twork with qup-fr_ee routing. e consider a general 802.11 mesh network where some
4. We demonstrate an unfaimess behavior induced Byions only have the capacity to communicate locally on a
802.11 MAC at aggregation points due to load imbakjyyje frequency and there are relay stations with multiple
ances. We analyse the cumulative impact of this upsing to relay data to other channels. We set the network
fairess over a multi-hop relay and briefly demonstraig, e up without explicit reference to the network’s togpto
the feasibility of using 802.11e functionality to restoréryg tonoi0gy enters by limiting the routes along which data
fairness, leaving more detailed consideration of this aSn pe relayed. We say that groups of stations that can
future work. communicate on a single frequence are in a “zone”. Within
each zone we assume that there are no hidden stations and
Il. RELATED WORK collisions only occur when more than one station attempts to
The analysis and design of multi-hop wireless networksse the medium.
has been the subject of considerable interest. There exist€onsider a wireless network with/ distinct wireless zones.
a considerable body of work on the general problems &fach zone talking on a frequency that does not overlap with
routing, channel allocation, power management, scheglulits neighbors. In earlier work [1], [2], we considered a $ng
and flow control. Much of this work is either in the context ofnfrastructure mode network consisting of wireless statio
general mathematical optimization frameworks and/ortesla employing 802.11's access protocol, assuming it has naehidd
to “clean slate” design. With regard to the literature coaned nodes and collisions are only caused by more than one
specifically with 802.11-based multi-hop networks, much aftation within a zone attempting to transmit simultanepusl
the published work has focused on issues such as routiMg developed a finite-load model based on a mean-field
and interference management (e.g. see [4], [5], [6], [7] amMdarkov approximation that was shown to accurately capture

(b) Network throughput
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and predicted key features of network performance. We shwlith idle slot-lengtho, to relate to real-time parameters we
employ that model within each network zone to determine thiadive the expected Markov chain transition time

zone’s performance, but each zone'’s performance is coupled n n
to other _zones pecause of relayed traffic. E, = H (1-m)|o+L1- H 1—1)).
In particular, in the network we assume there are two sorts bR UL, bR UL

of stations:local stations that generate traffic and transmit ) ) )

within a single zone; andelay stations that have multiple We define a function that for any station takes the value
radios, do not generate traffic themselves, but relay triafiim  Of 1tS Zone’s expected transition time. That is, for all
local or relay stations in other zones into their own zone. 1l;---»M} and each station: € R, U Ly, we define

For each zonen € {1,...,M} we label local stations E(c) = Em. _ _
as elements of the sef, = {I*,...} and relay stations We must now determine the offered load from a relay station

as elements of the s, = {r7,...}, whilst allowing £ into its zone. We start by defining for each local stafienZ,,,

n sy n . . . .
or R, to be the empty set. Within each zone we empld§ € {1,...,M},la f|xe_d routef; from its zone to adestma‘uop
our model which consists of an embedded Markov chaifOne- Its route is defined by an ordered set of relay stations
each zone's Markov chain runs in different real-time. irough whichl’s packets must pass and a local station which

assume that all local nodes have defined stochastic araites r IS In the traffic’'s destination zone. While we do not assume

corresponding to the exogenous load on the station. That{&@t €ach zone appears less than twice in the route, we do
for eachn € {1,..., M}, | € £,, has a defined probability of insist that no relay station appears more than once. The rout

packet arrivaly, during each transition in the Markov chainiS defined by

later we will show how to relate; to offered load in bits/sec, fi=A{lr1 . rm,d},

to make the model predictive. For each_ relay Stat'OE’R.” . whered, a local station in the destination zone, is in the
wheren € {1,..., M}, we must determine the probability it

same zone as,,. If m = 0, then! and d are in the
same zone and no relaying is necessary. For the purposes
of modeling throughput, it is not important that we choose
a specific destination as all stations within a zone hear all
local transmissions. For a given network, the routes ofré@ste
are assumed to be known beforehand (e.g. determined by an
appropriate wireless routing protocol).

Consider € £,, with f; = {l, s1, ..., $m, d}. The probabil-
ity it transmits successfully during an average transitbits
Wy (1 - p)) O zone’s Markov chain is the probability it attempts transita

is offered a packety,., as a function of routing information
and network zone throughput performance.

First consider a fixed zone € {1,...,M}. Letp. € [0,1]
denote the probability of collision given attempted traissm
sion for stationc € R,, U £,, and¢. denote the probability a
packet arrives during a state transition. kete [0, 1] denote
the stationary probability that stationtransmits in a given
slot. For given(p, q), 7 = 7(p, q) is given in [1], [2] by

1
T= p ((1 — 0 -p(-(—g™) 1- and does not experience a collisian(l — p;). To determine
the likelihood a packet is offered tq by [ during an average
where the normalization constantis transition ofs;’s zone’s Markov, rescaled to take into account
the fact that chains in each zone run in different time-scale

_ Wo___ 4 _aWolgWo+3q—2)
g T=(1-q)0 " 2(1—g)(1-(1-q)"0) Gs  m(l—p)
+1-q) + a(Wo+1)(p(1=q)—q(1=p)?) LIS
9 2(1=0q) @ E(s1) E(l)
Pq Wi — (1 —p)2 - .
T =207 (1M—(1—?1)W0 (1-p) ) Let g5, denote the total probability of arrivals to relay.
(QW““*(’{:’Q’;Q)P) O 1) Later, for each relay- we will give an expression for the

probability it receives a packet from any statigp, in terms
andW is the station’s minimum contention window. For eaclof a sum over paths that use We assume the proportion of
c € R,UL,, its p andr are determined by the operatiortraffic from [ that makes it tos; is a part ofs;’s throughput
of the zone through the following relations which state tha the proportiong; s, /gs,:

the probability statiorc experiences no collision given it is
P g b g Qs Tsy (1 — Psy )E(SQ)

attempting transmission, is the probability that no othatien Qs =
within its zone is attempting transmission: s E(s1)
Thus fork € {1,...,m}:
1-—pc= H (1 - Tb)' (3) E( )
beER ULy, b#c _ Sk
R ? Qs = ( H ) ! EQ) H (1 — pp),
We must relate the behavior of distinct zones through their bEf1,b<sk befi,b<sk

relayed traffic in order to determing. for eachc € R,  whereb < s, implies b comes befores;, in the ordered list

andn € {1,..., M}. We first note that for each zone wey, Note that the throughput frorhto its destinationd is the
have distinct embedded Markov chain systems and thus eg¢fyal rate tod

chain system runs in its own time frame. Assume that all B
packets in all zones take the same fixed length of time qra=( H gs,) "L (k) H (1 — py)-
be transmitted on the medium (including DIFS and so forth). bef, b<d E() befi b<d




The throughput of statioh to its destination is given by the

0.4

real-time probability a packet fromarrives ind’'s zone times ‘ ‘ ‘ PR
the packet payload: ossl

di,d

E(d) ) o]

The final object we need to definegs for each relay-. This
is given by the following:

qr = min{laZQl,r} s
P,
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where the sum is over all elements Bf, the collection of ik ) J,Srg
routing paths in whichr is a relay station, and for each
element of the suni is the local station where the data i< 0.0 ‘ ‘ ‘ ‘
- . 0 5 10 15 20 25
fII‘St transm|tted. #conversations
B. Example Fig. 2. Example of Figure 1 compariny S packet-level simulation results

Consider the two-channel tWO-hOp network depicted Ierl]nd model predictions. Network topology is shown in Figu(a)l

Figure 1(a). We haver, = {r}}, L1 = {l}}, Ra = {r3}

and £, = {l1,...,1%}. The local stations inl; and £
communicate via the relays iR, and R.. Thus we define are assumed to be caused only by collisions. To a first order
the routesf;: = {Ii,r1,i?} and, for eachn € {1,..., N}, of approximation, random noise can be introduced by indepen

Jie = {l,%’r%l’l%}. Note that any elements of zor®ecan be dently dropping packets, as 802.11 treats this in the sange wa
the recipient of}'s traffic and that, although we have logicallyas collisions. We have considered a simple queue modelsn thi
separated andr?, they could be the same physical devicpaper, however it is clearly possible to introduce more demp
and only one station with two radios is necessary for thisaffic and queue models without adding further states in¢o t

scenario. Markov chain. For example, the values could be calculated
To model 64Kbs two-way voice conversations, we mususing more elaborate queueing modeling. Also, the proitabil
solve the model looking fog;: andg;z, n € {1,..., N}, that that a station’s buffer is empty immediately after sucagssf

correspond to offered loads d¥ x 32Kbps and 32Kbps, transmission could be made dependent on the backoff stage at
respectively. With 80 byte packets, this corresponds to Bhich that transmission took place. These probabilitiagddo
packets per second fdf and 50 x N packets per secondbe obtained from traffic and queue modeling or even estimated
for I1. In order to move between model and simulation arrivifom a running system. Alternatively, larger buffers coblel
rates, we use the following logficSince we have small buffersexplicitly modeled by significantly increasing the numbér o
(to minimise latency as voice traffic is delay-sensitivé)e t states in the Markov chain.

parametel; is the probability that at least one packet arrives
in the expected time spent per stételn simulation, the prob-
ability that at least one packet arrives durifgis one minus
the probability that the first inter-packet time is greateaurt

E_. I—_|ence, when inter-packet arrival times are exponentially 1o 802 11 CSMA/CA mechanism provides stations sharing
distributed we have for eache £, ¢; =1 - eXP(_l/\QE@) the same zone (i.e. in transmission range and sharing the
with rate A, = 1/50 and g = 1 — exp(=ME(l1)) With a6 radio channel) with approximately the same number of

A1 = 1/(50N). transmission opportunities. This includes not only therdli

The quantities of interest are then the throughputs of thgyions hut also any relay stations. Suppose we hawdient
stations/; andi, given by equation (4). Figure 2 compares thg;,ione andh, relay stations. Lek,, denote the number of

resulting model predictions wittV'S' packet-level simulation -jjonts for which relay station is carrying relay traffic. The

results. It can be seen that the model is remarkably accurqjﬁ client stations have roughly @, /(1. + n,) share of the

bandwidth while relay station has only al/(n,, + n,) share
C. Model scope despite carryingiy, flows. It is this asymmetry that can result

For ease of presentation, the model assumes a fixed padRéhe relay becoming the network bottleneck.
size. This assumption can be relaxed, with the primary dif- The validity of this argument, at least for greedy (every
ficulty being that each zone’s Markov chain transition timetation always has a packet to send) flows, can be seen
depends on the distribution of packet sizes. Channel erréi@m Figure 3. The figure shows the ratio of the throughputs
achieved in the two-hop topology shown in Figure 1 by
2The utility of this approach is discussed in more detail ify [2], albeit competing client and relay UDP flows as the number of flows
in the context of single-hop infrastructure mode 802.11wnets, and is . . . . .
is varied (with a single relay station and an equal number

demonstrated in Figure 2. It is also possible to readily asnodate long ! )
buffers using a similar approach when the traffic is Poissosaturated. of client stationsn, = N and relay streamsay; = N). The

IV. RESTORINGFAIRNESS AT RELAY AGGREGATION
POINTS
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Fig. 3. Ratio of throughputs of competing greedy client asthy UDP  Fig. 4. Example of Figure 1 with relay stations prioritisesing 7"X O P

streams vs number of streams (two-hop topology in Figure 1). scheme. It can be seen that fairness is restored betweenpgitieeam and
downstream parts of the two-way voice calls. Network togglés shown in
Figure 1(a).

throughput ratio is linear and equal to the numbegrof client
stations.

While the foregoing argument provides insight and makes
accurate predictions for greedy traffic flows, the situatiotin
voice calls is more complex. We can see this immediately
from Figure 1 where the upstream and downstream voice
flows achieve almost equal throughput up to around 8 calls.
In contrast, if the upstream/downstream flows were greedy
(always have a packet to send) then the foregoing analysig 5. Example multi-hop network topology. Statidids r with superscript
indicates that with 8 calls the upstream flows would ik use an orthogonal _radio channel from‘ statiopisr2 W_ith superscri_pt2 to

. void interference, with nodeé/rg denoting a two-radio relay station.
aggregate achieve a factor of 8 greater throughput than fiié
downstream flows. We can understand this behavior by noting
that, firstly, voice traffic is relatively low rate and so nesat
make use of every available transmission opportunity ag@rdopportunity it can be immediately seen that we restore the
by the 802.11 MAC. Secondly, a voice conversation involv%di/(nu + 500 ) fair share to the relay traffic.

. . . e g =1 nd;
speakers approximately taking turns talking. That isfita  The effectiveness of this scheme is shown in Figure 4, where

between pairs of speakers with the on period of one speakegan pe seen to restore fairess between the upstream and
roughly corresponding to the off period of the other. Both Qfg\ynstream voice calls in our previous example. A second
these fea_tures mitigate the conte_ntion between the clietht &xample with a more complex topology is shown in Figures 5
relay stations for access to the wireless channel. and 6. It is interesting to observe that with stand&® OP
Consider a wireless zone with, client stations ana.. relay  settings it is the throughput of the downstream part of thies/o
stations. Letg, denote the number of clients for which relayg)is, which relies upon the relay station for forwardirtatt
station is carrying relay traffie. We consider the fairnessfirst falls below 90% of the offered load (marked by the dashed
requirement that each client station has an equal share|igé in the figure) at which point the quality of the voice call
transmission opportunities, but our approach can be read |jikely to have deteriorated to the point that the call vebul
generalized to other fairness measures. We propose that §eegropped. This occurs with only eight voice calls, and it is
TXOP packet bursting mechanism in 802.11e provides tfe unfairness between the upstream and downstream halves
straightforward and fine grained achieving fairess. Spechf the two-way voice calls that limits network capacity r@th
ically, we simply assign @' XOP value of one packet t0 than the available radio bandwidth. With the propo&edOP
each client station and AXOP value ofng, to relay station scheme it can be seen that fairness is essentially restoted a
i. Since each relay station gains1d(n, + nr) share of moreover, the capacity rises to 14 voice calls before thnputy

transmission opportunities, by transmittimg, packets (one fajis to 90% of the offered load, an increase of 55% in voice
packet from each of the,,, streams) at each transmissiortg|| capacity.

We comment that with thi$’ X O P approach a relay station

*This can be implemented in practice by inspecting the fodingy inter-  transmits, packets in a single burst. Ferarge, this can result
face queue. This provides a direct measure of the number tve aclay

streams in a manner which is both straightforward and dycaltyiadapts to ?n the Statilon occgpying the (?hannel for a substantial d(-).nso
accommodate bursty and intermittent traffic. idated period of time and this may, for example, negatively
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e V. UNFAIRNESS DUE TO DIFFERENCES IN LOAD
In this section we consider the impact of load imbalances on
the throughput fairness at relay aggregation points. Cens
00051 +'§ - E 1 single 802.11 hop with one client station transmitting a b4K
S voice call and one competing client station. Figure 7 plbés t
"4 s 8w B4 1w 2 2 achieved throughput of the voice station as the offered load
on the competing client station is increased. Results ae al
(b) with TXOP prioritisation. shown for greater numbers of competing stations, all having
' tto-end throuahout of twosway voice cals in fhfo network the_offered load s_ho_wn on the x-axis. It can be seen that as
\'/:\Ill?h ?feelztgpol(())ge;shown ?n F::igure 5 andyusimgj = 2 and the \E)alue ofV their offered |O<?1d is increased Fhe competing stations hlke a
marked on the x-axis. Voice calls take place betwsgn.., 12,12, ..,i2, and {0 steal bandwidth from the voice call. The throughput of the
12, with r} /72 relaying calls betweelt andi?, ...,1%,. Upper plot (a) shows voice station can be much less than the fair share that iticoul
the throughput when standard 802. 11K O P> settings are used (1 packet pergehjeve if it had a higher offered load. This effect appears
transmission opportunity) and the numhbegrof (7 stations is varied. Lower . . . . .
plot (b) shows throughput with ouF X OP prioritisation scheme. to be associated with the stations with higher offered load
making better use than the voice station of the transmission
opportunities won by each station: the low-rate voice calym
have no packet to send when a transmission opportunity is
impact competing delay sensitive traffic. We can address tlwon, in which case the station needs to begin a new countdown
issue in a straightforward manner by using multiple smalléo win a further transmission opportunity when a packet does
bursts instead of a single burst. When using smaller paclestive.
bursts, it is necessary to ensure a corresponding increase iThe results in Figure 7 are for a single hop. Evidently, if
the number of transmission opportunities won by the statiothis effect is present over multiple hops it can have a very
This can be achieved by using a smaller valug€d?,,;,, for substantial cumulative impact on the throughput achiewed b
the prioritised traffic class at the station. It is shown i][1 the voice call. Figure 8(a) shows how the voice throughput
that competing traffic classes gain transmission oppdiési falls as the number of hops is increased and as the offerdd loa
approximately in inverse proportion to their valuesd#,,;,. on competing stations is varied. These results are for alsimp
Let k& denote the ratio of the stations upstream cla@sg,,;,, linear topology with 5 stations competing with the voicel cal
value to that of the prioritised class at the station. Sgaliras it is relayed at each hop; the traffic injected by thesostt
k with the number of transmission opportunities requireid not relayed, only the voice call is forwarded. We can see
provides coarse (recall that in 802.1%eis constrained to that the throughput achieved by the voice call decreases as
be a power of two) prioritization of downstream flows. Wehe number of hops increases. The level of decrease is $§frong
then complement this with use & XOP for fine grained dependent on the offered load at the competing stationsnWhe

end-to—end throughput (Mbs)
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VI. CONCLUSIONS
In this paper we introduce a tractable analytic model of
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o.02f | T 128KbS 1 works. We note that consideration of finite load is esseittial
SN ‘ ‘ ‘ ‘ ‘ mesh network context as (i) relaying of traffic generallyriesr
2 s 4 * e 8 o 10 a contention and/or packet loss overhead at each hop; thus
even if the stations at the first stage in a relay are saturated
(b) Throughput of competing stations. stations at subsequent stages generally will not be. Maodell
Fig. 8. Cumulative impact over multiple hops of throughpufairness in the sc_allng behavior of throthOUt with numb?r of r-elay_eslag
802.11 between stations with different offered loads. and with relay topology therefore makes consideration dtfin

loads essential. (ii) Realistic traffic such as voice and web
is low-rate and on/off; thus network performance with such
. o ) traffic cannot be accurately modeled without consideratibn
the load is less than or similar to that of the voice call (68Kbjnjte 10ads. We use this model to explore a number of fairess
the decrease in the throughput of the voice call remaifiges in 802.11 multi-hop networks that have a significant
small, even after 10 hops. However, at slightly higher @&fer jmpact on performance and capacity for realistic traffic.
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