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Abstract—In this paper we consider voice calls in 802.11e
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strategy avoids this throttling and yields close to the thertical
maximum call capacity.
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I. INTRODUCTION 02 A - :

In recent years, 802.11 wireless LANs have become perva- s e
sive. While providing wire-free connectivity at low cost,i$ %o 5 0 15 20
widely recognized that the 802.11 MAC layer requires greate oor humber of conversatons
flexibility and the new 802.11e standard consequently allow i —

tuning of MAC parameters that have previously been constant
Although the 802.11e standard provides adjustable pasmet
within the MAC layer, the challenge is to use this flexibility
to achieve enhanced network performance.

In this paper we study the behavior of infrastructure mode
802.11 networks where traffic is transmitted via an access
point (AP). Our starting point is the observation that the
802.11 Carrier Sensing Multiple Access/Collision Avoidan
(CSMAJ/CA) mechanism enforces per station fairness, i.ehea
station has approximately the same number of transmission 0 ® Numberof somversatons 2
opportunities. This includes not only the wireless station
(STAs), but also the AP itself. We show that this has profourtdd. 1. Throughput and delay for competing voice calls in minaistructure
implicat_ions for network performance. | - ?z;ﬁg 392.11b WLAN K S simulation, 802.11b WLAN, MAC parameters in

Consider an 802.11b WLAN carrying two-way voice
conversations. There arewireless stations each transmitting
the voice of one speaker amdreplies transmitted by the AP ) ) _ )
Figure 1 shows throughput, loss and delay for both the AP s the maximum poss@le user throughput is approximately
the aggregate of the wireless stations, with increasingb@um 80/651 = 0.98Mb/s. That IS, the channellcan at b_est.support
of voice conversations. As the number of conversations ris%‘_%/o'64 = 15.4 64kbrs voice conversa'qons, Wh!Ch Is 50%
above 8, the throughput achieved by the AP falls relative fi9ner than the above measured capacity. The figure of 15.4
that of the wireless stations. When the number of calls eleed@llS 1S over-optimistic as it neglects the idle time spent

approximately 10, the loss-rate of the downstream AP tra rlﬂ|g C(;ntre]ntlorr: wmollogv ﬁou.nt-downhas well alf manﬁ{ other
increases beyond a viable level. These results are withl s tails of the channel behavior (such as packet collisions)

buffers, so queueing delays are short and loss is the “g,litihlevertheless, it suggests that room for improvement may wel
factor exist and it is this which is the subject of the present paper.

We compare this behavior with the following simple ca- As voice calls are two-way, it is evident from Figure 1 that
pacity calculation. Table | gives the overhead budget fer tiihe throttling action at the AP currently acts as a primary
transmission of a small packet of payload 80 bytes. Wilfniting factor in voice call capacity in infrastructure tmerks
overhead the transmission of an 80 bytes pay|0ad ms, (rather than the OVera” Wire|eSS bandW|dth aVailabIe - we

can see that the MAC delay remains low, indicating that

Lparameters for the voice calls are taken from [1]: 64kb/ofbriraffic  the channel remains relatively lightly loaded with cobiss

streams where the on and off periods are distributed withnnie seconds. gnd associated exponential backoff of the 802.11 contentio
Periods of less than 240ms are increased to 240ms in lemgtéptoduce the

minimum talk-spurt period. Traffic is two-way; the on periofian upstream windows infrequgnt). By reStoring parity between f(.)'jwamﬂa
call corresponds to the off period of its downstream reply. reverse traffic in infrastructure networks the potentiasexto

0.008

0.006

0.002 z

Combined MAC and queueing delay (s)




18

increase voice call capacity. In this paper we investigat® h ‘ ‘ ‘ ‘ [ B e

we can use the flexibility provided by the new 802.11e MAC “ e
to avoid AP throttling in infrastructure WLANs and thereby / 1
increase network capacity. ~ P
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CRC Header 4 Bytes @1Mb/s | 2.9 number o upsiream flows

IP Header 20 Bytes @11Mb/s | 14.5

gAgaCEZdlgoBéﬁgs@ém%sb/s éézz Fig. 2.  Throughput of competing upload and download UDPast® vs

EZ, payload 540 Bytes @11Mb/$ 39'2‘73 number of streamsN .S simulation, 802.11 MAC parameters in Table I).

TABLE |
802.11B MAC VALUES, BASIC RATE 1MB/S AND DATA RATE 11MB/s.

The 802.11 CSMA/CA mechanism provides each station
with approximately the same number of transmission opportu
nities. This includes not only the wireless stations, bsbahe

Il. RELATED WORK AP. Suppose we have, wireless stations each transmitting
There have been a number of previous studies of voice 0\%I stream traffic anaby dpwnstream flows transmitted by the
. Then,, wireless stations have roughly:a /(n,,+1) share

802.L1 networks. Most have been concerned with measuriigy,s andyigin while the AP has onlyla (n, + 1) share.
€ voice call capacity o 11 networks rather than afigs It is this asymmetry that can result in the AP becoming the

the MAC layer behavior itself. For example, in [2] a baCk'thetwork bottleneck.

the-envelope calculation for maximum capacity of a WLAN h lidi f thi | f d
is presented and shown to be a useful estimate. The author-ls-_ e validity of this argument, at least for greedy (every

also consider, using simulation, how delay constraintskznd Station always has a packet to send) flows, can be seen

error rates impact the capacity of the network. Other rmetrif:rom Figure 2. The figure shows the ratio of the throughputs
for voice capacity are used in [3] and [4] achieved by competing upstream and downstream UDP flows

as the number of flows is varied (with an equal number of
uploads and downloads). Evidently, the throughput ratio is

[11. 802.11 CSMA/CA
) _equal to the numben,, of uploads.
The 802.11 MAC layer uses a CSMA/CA algorithm with This simple argument leads us to propose that the AP

binary exponential back-off to regulate access to the Sharﬁe prioritized so as to restore parity between upstream and

wireless channel. Briefly, on detecting the wireless medioim downstream flows. While we might prioritize downstream

be idle for a period)1 F'S, each station initializes a counter to, - i by using an appropriate value 6%V,,;, at the AP, the
a random number selected uniformly from the interval [0,C ftility of C'W,,., is constrained by the availability of only a

1]. Time is slotted and this counter is decremented each s rse granularity@W,,;, can only be varied by powers of

that the medium is idle. An important feature is that the ¢oUNo in 802.11e). Thell F'S parameter might also be used, but
down halts Wh_en the med|um _becomes b‘JSV and only reSUMeHetter suited to strict prioritization rather than prajpmal
after the medium is idle again for a peridd/F’S. On the o itization. Instead we propose that tHeXOP packet

counter reaching zero, the station is permitted to tranfmit , , ting mechanism in 802.11e provides a straightforward
a time TXOP on the medium (defined to be one packet 'Bnd fine grained mechanism for prioritizing downstream

8_02.11). If a collision_ occurs (two or more stations trartsm{raﬁic_ Since the downstream traffic gaind An., + 1) share
smultanec;ulsly), CW_ 'S_dOUbIEd gnd the proi]ess repeated. &ransmission opportunities, by transmitting packets (one
a successful transmission, CW is reset to the Valllmin ket to each of the, downstream destination stations) at

and a new count-glownhstartT forl;rf}e next l?a(;:ket. The NWch transmission opportunity it can be immediately seah th
802.11e MAC enables the values BT 'S (called ATF'S'In - o restore theny/(n, + n4) fair share to the downstream

802.11€) CWin and TXOP to be set on a per class baSiﬁraffic. This can be implemented in practice by inspectirgy th

for each station, with a maximum of four classes per statio,, . nstream interface queue, from which we can determine
the number of distinct wireless stations to which queued

IV. AVOIDING AP THROTTLING packets are destined. This provides a direct measure of the
Our focus in this paper is on infrastructure mode networkaimbern, of active downstream flows in a manner which is
where calls are routed through a single access point (ABpth straightforward and dynamically adapts to accommendat
Owing to the nature of the 802.11 contention mechanisbursty and intermittent traffic. The effectiveness of this

infrastructure networks behave quite differently from agt h scheme is shown in Figure 2, where it can be seen to restore

peer-to-peer networks. fairness between the upstream and downstream flows.
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the AP transmits:; packets in a single burst. Foy large, this - v i
can result in the AP occupying the channel for a substantial s
consolidated period of time and this may, for example, nega- oA
tively impact competing delay sensitive traffic. We can addr
this issue in a straightforward manner by using multiple
smaller bursts instead of a single burst. When using smaller

collision probability
*

0.1

packet bursts, it is necessary to ensure a corresponding in- ocs 4 e
crease in the number of transmission opportunities won by th *

AP. This can be achieved by using a smaller valu€of,,,;,, e D
for the downstream traffic class at the AP. It is shown in [5] ot ofre oz ()

that competing traffic classes gain transmission oppdiési
approximately in inverse proportion to their values/,,,,,. Fig. 3. Collision probability as the traffic arrival rate isried for smaller
. . numbers of nodes (Model an¥ S simulation, 802.11 MAC parameters in
Let k denote the ratio of the stations upstream cla$®,.i,  Tapje 1).
value to that of the downstream class at the AP. Scaliagth
the number of transmission opportunities required pravide
coarse (recall that in 802.1%eis constrained to be a power ofayoids the need for detailed modeling of traffic charadtieds
two) prioritization of downstream flows. We then complementaking these networks particularly tractable.
this with use of ’XOP for fine grained adjustment of the Networks do not typically operate in saturated conditions.
packet burst lengths, scaliffXOP with 1/k. Hence fine |nternet applications, such as voice over IP, video and web
grained prioritization can be achieved while avoiding ugdubrowsing all exhibit bursty or on-off traffic characteristi
large packet bursts. Creating an analytic model that includes fine detail of teaffi
arrivals and queueing behavior, as well as 802.11 MAC opera-
V. VoICE CALLS tion, presents a significant challenge. We introduce an1802.

While the foregoing argument provides insight and makégedel with traffic and buffering assumptions that make it
accurate predictions for greedy traffic flows, the situatioth ~ Sufficiently simple to give explicit expressions for quéies of
voice calls is more complex. We can see this immediatefjterest (throughput per station and collision probaibd, but
from Figure 1 where the upstream and downstream voice floRil! capture key effects of non-saturated operation. @digh
achieve almost equal throughput up to around 8 calls. In cd#r traffic assumptions form only a subset of the possible
trast, if the upstream/downstream flows were greedy (alwagdival processes, we will see they are useful in modeling a
have a packet to send) then the foregoing analysis indicaYéd§e range of traffic, in particular voice conversations.
that with 8 calls the upstream flows would in aggregate aehiev Details of our analytic model are contained in the Appendix;
a factor of 8 greater throughput than the downstream flowsUsing specified 802.11 MAC parameters and arrival rates,

We can understand this behavior by noting that, firstifle model predicts transmission probability, collisiorolpa-
voice traffic is relatively low rate and so need not mak@ility and throughput. The predictive accuracy of the model
use of every available transmission opportunity awarded #y illustrated in Figures 4 and 5, where model predictions
the 802.11 MAC. Secondly, a voice conversation involvéd€ compared with throughput data fromS packet-level
speakers approximately taking turns at talking. That &fitr simulations, with540 Byte payloads, as the arrival rate is
is between pairs of speakers with the on period of one speak@fied across its range and as the number of wireless nodes
roughly corresponding to the off period of the other. Both df varied. The collision probabilities corresponding tgtie
these features mitigate the contention between the wirelés@re shown in Figure 3 (similar accuracy is obtained for the
stations and the AP for access to the wireless channel. ~ conditions used in Figure 5).

To explore this behavior further, in the next section we dis- The utility of the model for modeling VoIP traffic, both
cuss a heterogenous finite-load analytic model suited teevoin Peer-to-peer and infrastructure mode networks, is demon
traffic modeling. We then use this, together with simulagionstrated in Figure 1. It can be seen that the model makes
in Section V-B to study the impact of AP prioritization on thée€markably accurate predictions.
behavior of voice calls in infrastructure mode networks.

B. Voice Traffic

A. Analytic Modeling As before, we consider setting the APXOP to be equal
Following the seminal paper of Bianchi [6], much of thd@o the number of active downlink voice calls. Figure 6 shows
analytic work on 802.11 MAC performance has focused dahroughput and delay with this scheme as the number of
saturated networks where each station always has a packetdize calls is increased. It can seen that now both the AP
send. In particular, recent work has extended the satwratind wireless stations achieve similar throughputs, with th
modeling approach to include multi-class 802.11e networl@mulation and model results in good agreement. The network
see [5], [7] and [8]. The saturation assumption is key toghesan now sustain approximately 15 voice calls before theydela
models as it enables queueing dynamics to be neglected ardeeds the packet inter-arrival time of 10ms and the system



1 T T
STAs total throughput ~ +
4 AP throughput x
£ S e o MODEL -
R S =+ STAs total loss ~ *
35 0.8 APloss © % %
10% loss limit ------ x
3 o
7 7 06 o o *
5; 25 _é. ; ¥
g’ g o4 #
£ / L .
15 / X .
L/ s | 02 . .
/ & Satons (modeh A P
/ 4 stations (sim) ~ * o
0.5 /. 4 stations (model) -~ | « 5 B
/ 2 atons (nodel) - Olfocoomg’@ w 9 5 9 x 6 0 g ¥ o
0 2 4 6 8 10 12 14 16 18 0 5 10 15 20
total offered load (Mbps) Number of conversations
0.01 -
STAs —+— H
! ) . . . AP oot i
Fig. 4. Throughput as the traffic arrival rate is varied forafier numbers of & /
nodes. For throughput rates below those shown there isragreebetween the 7 0008
model and simulation (Model an®/.S simulation, 802.11 MAC parameters i
in Table 1). H ]
§ 0.006 / i
o v,'
] /
© "’
4 &é 0.004 /
35 = SRSS e . £
/ L e [ € o002 A
3 / 3 ./;/x
7 /;t 5
§ 25 [
= 0
H / 0 5 10 15 20
2 2 : Number of conversations
é /
15 /
/ Fig. 6. Throughput and delay for competing voice with ptigétion of the
1 ~ .
16 5o (node) --ieee AP using the 802.11& XOP.
/ 20 stations (sim) X
05 20 stations (model) 1
24 stations (sim)  x
/ ) 24 stations (model) -~~~
) 2 4 6 8 10 12 14 16 18
o eterea oa (6es networks. This is associated with MAC level enforcement

of per station fairness.
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nodes. For throughput rates below those shown there isragreéebetween the « The introduction of an new analytlc model of 802.11

model and simulation (Model ant/'S simulation, 802.11 MAC parameters networks is developed that is capable of capturing the
in Table I). behavior of voice traffic.

« A straightforward 802.11e prioritization strategy for in-

. . frastructure networks that avoids throttling of voice flows
enters an unstable queueing regime where delays and loss at the AP

rapidly increase. L .
The capacity is also in good agreement with the simpIeThe proposed 802.11e prioritization approach has the merit

calculation given in the Introduction which establisheatth of being very straightforward and of imposing only a small

the best case capacity is 15.4 voice calls. We can see that {REIPUtational burden (e.g. we use simple. par.amete_r setting
measured capacity of 15 calls is remarkably close to thialidé’md complex measurement-based adaptation is avoided). The

valu& which indicates that the scope for further performan@Proach is compatible with the WME subset of 802.11e that
improvement is limited. is supported by currently available hardware.
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tructure networks carrying voice traffic. Specific conttibns
include the following:

« A demonstration that gross unfairness can exist between _ _
upstream and downstream flows in 802.11 infrastructureBianchi [6] presents a Markov model where each station
is modeled by a pair of integerd, k). The back-off stage,

2With CWonin = 32, we expect that the average count-down time iy starts at O at the first attempt to transmit a packet and

CWhpin/2 = 16 slots or 320us. Using this value the capacity of the . . . ..
wireless channel falls to only 10 calls using our simple waialtion. A is increased by 1 every time a transmission attempt results

measured capacity of 15 voice calls implies that the avecagat-down time in a collision, up to a maximum value:. It is reset after
is significantly less tharC'W.,,.;,, /2. This can be explained by noting that 3 gyccessful transmission. The counteris initially chosen
when voice packets are generated by many stations stalistigtiplexing of . . i
packet transmissions takes place. Hence, the averagehamaddium is idle un'formly between[(), Wi — 1], where typlcaIIyWi =2'W

is much less than the average per flow backoff time. is the range of the counter an#fy is the 802.11 parameter

APPENDIX



CWmin. While the medium is idle, the counter is decrementethe 802.11 MAC begins another stage-0 backoff, now with a
Transmission is attempted whén= 0. packet. WithPge denoting the probability that the medium is

We introduce new state$0,k). for k € [0,Wy — 1], idle during a typical slot, the transitions from t{@ 0). state
representing a node which has transmitted a packet, but as:
none waiting. This is called postbackoff. Note that 0 in

Pyle(1—
all such states, becauseiif- 0 then a collision has occurred, P[(0,0)¢[(0,0)e] l—q+ q'dleT(op)’
so we must have a packet awaiting transmission. k>0, P[(0,k)](0,0)] = (ﬂg'd"?vi(;_m,

We assume that for each station there is a constant proba- % > 0, P[(1,k)[(0,0),] = ﬂ;‘v#’
bility 1 — ¢ that the station’s buffer has no packets awaiting k>0, P[0,k)|0,0)] = a(1—Pgje)

0

transmission at the start of each counter decrement. This
enables us to derive relationships between the per-stat©bserve thap, the probability of a collision given that we
quantities:q, the probability of at least one packet awaitingire about to transmit, is the probability that at least ofmeiot
transmissiof at the start of a counter decrement; the station is transmitting. This is also the probability thhet
maximum backoff stagep, the probability of collision given medium is busy if we know the station under consideration
the station is attempting transmissiaf; the Markov chain’s has been silent. Hence we substitige = 1 — p

transition matrix;b, the chain’s stationary distribution; and Given the collision probabilityp for this station in the

7, the stationary distribution’s probability that the stati system and per-station parameter$V; andm we may solve
transmits in a slot. These relationships can be solvedpforfor a stationary distribution of this Markov chain. This il
and 7, and network throughput predicted. It is important tenable us to determine the probabilitythat this station is
note that the Markov chain’s evolution is not real-time, angttempting transmission in a typical slot.

so the estimation of throughput requires an estimate of thefirst we make observations that aid in the determination of

average state duration. the stationary distribution. With(i, k) andb(0, k). denoting
Under our assumptions, we have fox k < WW; the stationary probability of being in statés k) and (0, k).,
0<i<m, Plik—D|Gk] = 1, asb is a probability distribution we have
P[(0,k —1)](0,k).] = 1—gq, m W;—1 Wo—1

P[(0,k — 1)](0, )e] q. SN b k) + Y b(0k)e = 1. 1)
k=0

If the counter reaches 0 and a packet is queued, then we =0 k=0

begin a transmission. We assume there is a station-depend&e will write all probabilities in term ofb(0,0). and use
probability p that other stations transmit at the same timéhe normalization in equation (1) to determib@,0).. We
resulting in a collision. In the case of a collision we mudtave the following relations. To be in the sub-chaink),
increase the backoff stage (or discard). In the case ofthe following must have occurred: a collision from stéie0)
successful transmission we return to backoff stage 0 and threan arrival to statg0,0). followed by detection of an idle
station’s buffer is empty with probability—gq. In the case with medium and then a collision, so thafl,0) = b(0,0)p +
infinitely many retransmission attempts we need introduze h(0,0).¢(1 — p)p. Neglecting packet discard, far > 1 we
extra per-station parameters and fox i < m andk > 0 we haveb(i,0) = p'~1b(1,0) and so

have

b(1,0)  5(0,0)p+5(0,0)cq(1 —p)p
Pl0.k).[1,0)] = G-mii=o), 2,000 e = Rl
Pl0.R)|0)] = Cppt,
P[(min(i +1,m),k)|(i,0)] = —2——0-. The keystone in the calculation is then the determination of
min(tm) b(0, Wy —1).. Transitions intq0, W, — 1), from (0,0). occur
Naturally, these transitions could be adapted to allowatd€ if there is an arrival, the medium is sensed idle and no dofiis
after a certain number of transmission attempts. occurs. Transitions int¢0, W, — 1), also occur from(i, 0) if

The final transitions are from th€0,0). state, where no collision and no arrival occurs
postbackoff is complete, but the station’s buffer is empty. .
In this case we remain in this state if the station’s bufferb(0, Wo — 1), = b(0,0), 2472 4+ U=BU=0) 5= 3, 0).
remains empty. If a packet arrives we have three possdsiliti )
successful transmission, collision or, if the medium isypusCombining equations (2) and (3) gives

1 1 1
3In order to move between model and simulation arrival raves, use b(O, Wo — 1)6 = b(0,0) M + b(O O)W
the following logic. When we have small buffers, the paramnet; is the
probability that at least one packet arrives in the expedime spent per We then have fofVy —1 >k > 0, b(0, k). = (1 —q)b(0, k +

state, s defined in equation (8). In simulation, the probability tlaatleast _ i i
one packet arrives durings is one minus the probability that the first inter- 1)e+6(0, Wo—1)e, with b(0, k). on the left hand side replaced

packet time is greater thafis. Hence, when inter-packet arrival times areby qb(O,.O)e if k= 0. .Straight forward recursion leads to
exponentially distributed the exponential rate should be set so that; =  expressions fob(0, k). in terms ofb(0,0),. and b(0,0), and

1 —exp(—AiEs), ie. Ay = —log(l — ¢;)/Es. With A; so chosen, the g5 we find
arrival rate in the model and in simulation agree. For voisaversations, in
the model we use exponential distributions with mean thatgihe correct 50,00 _ 1-gq

1—(1—q)"o
CBR rate. b(0,00 T Tq (qu7(17p)(1*p2)(1*(1*q)W0)) )



Using these equations we can determine the second sum iithe length of each state in the Markov chain is not a fixed
equation (1) period of real time. Each state may be occupied by a sucdessfu
transmission, a collision or the medium being idle. To cohve
between states and real time, we must calculate the expected

Wo—1

(1 —g)™

The (0,%) chain can then be tackled, starting with the

relation
=D _b(i,0

>0

> b(0.k)e = b(0,0).7 o
k=0 N

b(0, Wy — 1) +5(0,0).

Wo
Recursion leads to
Wo—1

ZbOk

— b(0,0). L%qu;-l
( qﬂgw+pﬂ—q%—ﬂ1—))
W%@W%+q—2)+1_q}

whereP,.;, = 7; H#
cessfully transmitsT.; is the time taken for a successful trans-
mission from station; P..x, &,
7;), the probability that only the stations labelég to k.
experience a collision by attempting transmissi@hy, ...k,

is the time taken for a collision from stations labeled to

k. Py = 1—]_[?:1(1—7-1-) is the probability at least one station
attempts transmission; and is the slot-time. For example,
using the basic 802.11b MAC values found in Table | with

time spent per state, which is given by

ES = (1 - PtT)U + Z?:l Ps:iTs:i
+ s di<ky<ochn<n Lok Teky ks

(1-

C)
7;) is the probability statiori suc-

= H::l Tk, Hj;ékl...kT(l -

ARCTiR T payloads;,
Using equation(4) we can determirté1,0) in terms of  Header = PLCP+MAC+CRC+IP
b(0,0),: T,; = FE;+Header$+SIFS+ACK+PLCP#+DIFS,
2 W T.; = E;+ é+tHeader+SIFS+ACKTimeout
b(1,0) = b(0,0). = e — (1= ). _
1—g \1-(1-¢q) Teky.ok, = _max Ty,
1T=R1,...y r

Finally, the normalization (1) gives

oo, =1 —q)+ e
+‘1§‘("1/0_J;;) (1—21131;[;“/0 +
Mg—@—qu—py) )
+2(1—Z()1(1—;D) (1I/V0q)wo - (1 — p)2)
(2VV’1—1L¥K%%1——— +—1).

The main quantity of interest is, the probability that
the station is attempting transmission. A station attempts
transmission if it is in the stat¢, 0) (for any <) or if it is
in the stateg(0, 0)., a packet arrives and the medium is senséd
idle. ThusT = ¢(1 —p)b(0,0). + ;5 b(i,0), which reduces

to [2]

) . (6) B

whereb(0,0),. is given in equation (5), so thatis expressed
solely in terms ofp, ¢, Wy and m. While ¢, Wy and m 4
are fixed for each station, in order to determine the colflisio
probability, p, we must give a relation between the stations
competing for the medium. o]
Consider the case where stations are present, labeled

a>(1-p)
1—gq

2
Wi
T :b(o’o)e(<1fp><173><13<17q>%> -

! = 1,...,n. Equation (6) gives an expression for, the [6]
per-station transmission probability, in terms of a peatieh
arrival processy; and a per-station collision probability;.  [7]

Observe that

l—p =[Ja-m) fori=1,....n (7 [
#l

that is, there is no collision for statidnwhen all other stations

are not transmitting. Wit stations, (6) and (7) providen

coupled non-linear equations which can be solved numéyical

for p; and 7.

] M. Coupechoux, V. Kumar, and L. Brignol,

where for 802.11b ACKTimeout is the time taken for an ACK
plus PLCP plusj plus DIFS, makingl,.; = T..;.

The normalized throughput of the system is thén=
S .S, with S; = Py, E;/E, and whereE; is the time
spent transmitting payload data for sourceThus in order
to determine the throughput and collision probability fack
station, and the overall throughput, one first solves equoati
(7) using equations (5) and (6). Then one uses equations (8),
and the expressions fdf; and S.
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